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FOREWORD 

ADVANCES IN CHEMISTRY SERIES was founded in 1949 by the 

American Chemical Society as an outlet for symposia and 
collections of data in special areas of topical interest that could 
not be accommodated in the Society's journals. It provides a 
medium for symposia that would otherwise be fragmented, 
their papers distributed among several journals or not pub
lished at all. Papers are refereed critically according to ACS 
editorial standards and receive the careful attention and proc
essing characteristic of ACS publications. Papers published 
in ADVANCES IN CHEMISTRY SERIES are original contributions 
not published elsewhere in whole or major part and include 
reports of research as well as reviews since symposia may 
embrace both types of presentation. 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
fw

00
1

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



PREFACE 

The International Symposia on Chemical Reaction Engineering, of which 
this is the third, have afforded a biennial occasion to survey the state of 

the art and science. This third symposium shows two major differences from 
earlier meetings. The first is the number of papers concerned with direct 
process applications—roughly one third—a distinct increase over previous 
symposia. One could wish for greater participation by industrial organizations, 
but it is significant that the academic institutions have submitted a substantial 
number of the studies on specific applications. 

The second major difference is the ever widening geographical scope of 
the symposium. Papers are presented from 13 countries, with authors from 
four continents (including one co-author now in Africa and with Japan and 
Azerbaidjan contending for representation of Asia). There are 27 papers from 
Europe, 19 from North America, and 5 from Australia and Japan. Reaction 
engineering is a truly international endeavor. 

Earlier symposia have stressed the logical structure of chemical reaction 
engineering and reactor types. The present one is organized around functional 
aspects which may appear in many types of reactors. Three sessions are de
voted to explicit applications, though many of the other papers might also be 
classified as applications. Attention has shifted from concentration on funda
mental principles and theoretical analysis of model systems to specific current 
processes and reaction types in the light of those principles. Not that all the 
fundamentals are now clear for much remains to be done; however, they 
are becoming clear enough to be useful in everyday reaction engineering 
problems. By considering these problems the art of engineering is refined, 
and the science is sharpened in its effectiveness. 

This volume contains the contributed papers presented at the symposium. 
A second volume will contain invited reviews of each of the areas treated in 
the nine sessions. 

HUGH M . HULBURT 
Evanston, 111. 
May 1974 

xi 
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1 

A Vibration Mixed Reactor for Chemical 
Kinetics in Gas/Solid Catalyzed Reactions 

P. SUNDERLAND 

Department of Chemical Engineering, University of Leeds, England 

E. M. A. EL KANZI 

University of Khartoum, Sudan 

An experimental reactor was designed in which a piston recipro
cating at high speed provided the mixing needed to minimize the 
diffusional effects that frequently obscure the intrinsic chemical 
kinetics of gas/solid catalyzed reactions. Residence time distri
bution measurements for non-reacting mixtures showed that mac-
romixing was invariably good. The rate of oxidation of o-xylene 
over a supported vanadium pentoxide catalyst shows that even 
under unfavorable conditions, temperature and concentration gra
dients in the reactor are small. The reactor has considerable 
potential for studying gas/solid catalyzed reactions. 

Often a reactor is needed which can provide intrinsic chemical reaction rate 
data for gas/solid catalyzed reactions. In such a reactor, interphase tem

perature and concentration gradients must be made as small as possible by using 
vigorous turbulent mixing. The temperature and concentration of reactants at 
the catalyst surface then approach the values in the bulk gas phase. Good 
design should eliminate regions where serious bypassing or stagnation of the 
gaseous reactants can occur. 

The contribution of homogeneous reactions to overall rate must be con
sidered. However, since the heterogeneous reaction is the one of interest, it is 
desirable to minimize homogeneous reactions by keeping the ratio of voids to 
volume occupied by catalyst as small as possible. 

The catalyst should be mounted in the reactor so that all catalyst surface 
is equally accessible to reactants. The effects of intraparticular temperature 
and concentration gradients can be eliminated by using low surface area cata
lysts. If the reactor can also be cheaply made and operated, a further advantage 
is gained. 

For fast, complex, exothermic reactions, some form of differential reactor 
has proved to be the most useful for obtaining rate data. The once-through 
tubular fixed bed differential reactor operating at low conversion is good, but 
there are problems with the detection and analysis of small concentration 
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4 CHEMICAL REACTION ENGINEERING II 

changes. The recycle reactor proposed by Boreskov (I) and Perkins and Rase 
(2) and used by others (3, 4, 5, 6, 7, 8), does not have these analytical prob
lems, and at sufficiently high recycle rate (4) it behaves as a well-mixed differ
ential stirred tank reactor. A major disadvantage for many reactions, however, 
is the need for a recycle pump capable of operating at elevated temperatures. 

Figure 1. The reactor 
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1. SUNDERLAND AND EL KANZI Vibration Mixed Reactor 5 

A continuous flow stirred tank gas/solid catalyst reactor with "internal" 
rather than external recycle can possess almost all the desirable characteristics. 
The design of such a reactor has been attempted by many workers. A stirred 
tank reactor in which catalyst was mounted in the vanes of a high speed rotor 
was first proposed (9) and later used by Carberry (10). A similar rotating 
basket reactor was developed by Brisk et al. (11) and used by Calderbank 
et al. (12). A more recent version is that of Choudhary and Doraiswamy (23). 
An alternative form of stirred tank reactor in which gaseous reactants are 
forced through a stationary catalyst bed by a high speed impeller has been 
proposed (13, 14, 15). Garanin et al. (16) and later Brown and Bennett 
(17) designed stirred-tank reactors with directed flow of gaseous reactants 
through a fixed bed of catalyst. 

In all the reactors, good mixing in the absence of reaction was undoubtedly 
achieved, but the effectiveness in minimizing concentration and temperature 
gradients if a fast exothermic reaction were taking place is uncertain. The 
vibration mixed reactor was designed to eliminate some objections to these 
earlier reactors. 

Vibration Mixed Reactor (VMR) 

The reactor is shown in Figure 1; Table I is the key to Figure 1. The 
design is unusual in that mixing within the reactor (Figure 1.9) is done by a 
piston (1) reciprocating at high speed rather than the more normal rotary 
devices. The frequency and amplitude of reciprocation can be varied over a 
wide range, but 50 cps with an amplitude of 0.6 cm provided adequate mixing 
in our experiments. It can be argued that this mode of agitation where the 
catalyst bed is swept and the direction of flow is altered for each stroke pro
vides better mixing than a system in which the flow is always in the same 
direction. 

Drive Unit. The piston was driven through a piston rod (4) by means 
of a coil (3) oscillating at 50 cps in the annulus of a powerful pot magnet (7). 
Varying the applied voltage altered the amplitude of vibration and hence the 

Table I. Key to Figure 1 
Item Name Composite 

1 Piston 18/8 stainless steel 
2 Catalyst bed 

18/8 stainless steel 

3 Moving coil° 
4 Piston rod 18/8 stainless steel 
5 Upper spring Nimonic 75 
6 Lower spring Be/Cu alloy 
7 Pot magnet" soft iron 
8 Connecting cone aluminium 
9a Main body of reactor 18/8 stainless steel 
9b Piston sleeve 18/8 stainless steel 
9c Upper portion of reactor 18/8 stainless steel 

10 Space between piston rod and 
sheath 

11 Thermocouple well 
12 Grooves to hold piston sleeve 
13 Holes to allow free movement 

of gases 
14 Reactant inlet 18/8 stainless steel 
15 Reactant inlet 18/8 stainless steel 
16 Piston rod sheath 18/8 stainless steel 

a Moving coil and magnet supplied by Rank-Wharfedale Ltd., Idle, England. 
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6 CHEMICAL REACTION ENGINEERING II 

degree of mixing. Operation with amplitudes > 0.6 cm is possible using either 
a more powerful moving coil and magnet assembly or a less bulky piston and 
rod. Frequencies other than 50 cps are possible if the drive unit is coupled to 
a frequency oscillator and power amplifier. 

For minimum power requirements and efficient operation, it was necessary 
to center the coil, piston, and rod and then balance all the vibrating parts 
dynamically. This was done by flat Archimedian type spiral springs at top (5) 
and bottom (6). Since the top spring had to withstand the hot corrosive re
actor environment, it was made from Nimonic 75, a 80/20 nickel/chromium 
alloy; the bottom spring, in a less demanding environment, was a beryllium/ 
copper alloy. By varying the thickness of the springs, the vibrating parts could 
be tuned to any desired frequency. 

Because the piston was magnetically driven, it was relatively easy to make 
the drive unit and reactor leakproof and suitable for operation at elevated 
pressure. The coil and magnet were outside the constant temperature bath and 
far enough from the bath not to require any cooling. The unit was silent in 
operation. 

Reactor. The reactor was made from 18/8 stainless steel in three parts 
(Figure 1.9 a, b, c). The piston and rod were made from the same type of 
steel, hollowed to reduce their mass. 

The main body of the reactor (9a) was shaped to take the piston at 
maximum displacement and yet keep the total free space to a minimum. Re
actor inlet was at the base (15); a thermocouple well (11) at the top allowed 
measurement of the gas temperature. There were eight holes (13), slightly 
larger than 0.635 cm in diameter, drilled at regular intervals into the body of 
the reactor around its perimeter, each hole able to admit two 0.635-cm diameter 
catalyst spheres. The loosely mounted spheres allowed free access of gaseous 
reactants to all the available surface area. Because of the shallowness of the 
catalyst bed (2) and the loose packing, resistance to gas passage through the 
bed was minimal. This nullified any tendency for gases to leak past the piston 
or to be merely compressed and decompressed rather than to pass through the 
catalyst bed. Temperature control was good, partly because of turbulent mix
ing and partly because of the proximity of the catalyst spheres to the surround
ing constant temperature bath. For low conversions, some of the spheres can 
be replaced by dummy spheres to give the desired conversion without increas
ing the volume of free space. 

The piston ring or sleeve (Figure 1.9 b) slotted into grooves (12) in the 
base of the reactor and was rigid when the reactor was bolted together. Holes 
in the ring at top and bottom corresponded with the holes drilled in the main 
body of the reactor to allow gas to pass through the catalyst bed. The inside 
of the ring and the piston itself were carefully machined to ensure good fit so 
that leakage past the piston was minimized with no danger of seizure during 
operation. The upper portion of the reactor (9c) was shaped to accommodate 
the piston at maximum amplitude and keep free space to a minimum. It con
tained the exit port for the gaseous effluent. 

Constant Temperature Bath. A constant temperature environment for the 
reactor was provided by a commercial gas chromatograph oven. For highly 
exothermic reactions, better control could be achieved by a liquid heat transfer 
medium. 

Flow Through the Reactor. Premixed feed can be introduced via the 
lower entry port (Figure 1.15), in which case the space (10) between piston 
rod and sheath (16) surrounding the rod acts as a preheater. If a reactant 
would attack the coil insulation, provision was made to introduce reactants 
separately. Another inlet port (14) allowed a reactant to be introduced directly 
into the sheath surrounding the piston rod. Here the space between piston 
rod and sheath acts both as premix and final preheat. 
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1. SUNDERLAND AND EL KANZI Vibration Mixed Reactor 7 

Macromixing Characteristics of the Reactor 

Two types of ideal flow are limiting forms for fluid flow through a reactor. 
These are the so-called plug or piston flow and the perfectly mixed or back mix 
flow. Between the two extremes lie flow patterns found in actual reactors. For 
non-reacting processes the application of population balance models to deter
mine approach to ideality was formally organized by Danckwerts (18); he 
defined distribution functions for the residence times of fluid elements in a 
process vessel. Injection of a pulse of tracer into the inlet fluid stream produces 
an outlet concentration/time curve which records the age fraction of fluid ele
ments. For a perfectly mixed reactor, 

C (0) = E (0) = exp. (- e) (1) 

When the perfect mixing model is unsatisfactory, a stirred tank reactor with 
dead space may be represented by Equation 2. A stirred tank with bypassing 
can be represented by Equation 3. 

E { 6 ) _ exp (^) (2) 

E(6) = a2 exp (- G20) (3) 

GSV 
V4 f ) 

|PQ W 

G S V |_i I I REACTOR 

-He 

$ F C 1 (PFC3 

F3 
C0 20UT 

F1 

NolN—WX) 1 

V3 

C0 2IN FC2 

V2 
No I N — K X H 

ORIVE 

F2 

Figure 2. Flow diagram for macromixing tests: flow indicator 
(F), flow controller (FC), gas sampling valve (GSV), and valve 

(V) 

Visual examination of the E (6) vs 6 curve is often sufficient to indicate non-
ideality if there is serious bypassing or large pockets of stagnant fluid in the 
reactor. For less clearcut non-ideality, mathematical models were developed 
(19, 20) to determine the deviation from ideality. A schematic of the appa
ratus used in this work is given in Figure 2. Carbon dioxide used as a tracer 
was introduced into the main stream of nitrogen via the gas sample valve. The 
frequency of reciprocation was kept constant at 50 cps. Flow rates were varied 
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8 CHEMICAL REACTION ENGINEERING II 

within the range 60-180 em 3/min NTP, and piston amplitude was varied from 
zero to 0.6 cm. Most of the tests were carried out under ambient conditions 
although some results were obtained at 473°K. Effluent composition was moni
tored by taking samples at frequent intervals for chromatographic analysis. 

1.0 

0.011 I , , , I , , , , I , i 1 1 1—I 
0.2 1.0 2.0 3.0 

9=1 t 

Figure 3. Effect of piston amplitude on macromixing: 
X = 2.8 mm amplitude, A = 1.9 mm amplitude, O = 

1.5 mm amplitude, and # = 0.0 mm amplitude 

For a perfectly mixed reactor, a plot of loge E (0) vs. 6 should yield a 
straight line of slope — 1. The results of a typical series of runs in which ampli
tude is varied at constant speed of reciprocation and flow rate are illustrated in 
Figure 3. Only for amplitudes approaching zero were the macromixing charac
teristics of the reactor non-ideal. 

Effectiveness of the Reactor in Minimizing Heat and Mass Transfer Effects 

Certain methods can be used to predict the onset of heat and mass transfer 
limitations for gas/solid catalyzed reactions. They usually involve an estimation 
of the magnitude of the heat and mass transfer coefficients which can then be 
used in the steady-state mass and energy balance equations to indicate the size 
of temperature and concentration gradients across the boundary layer sur
rounding the catalyst particle. Yang and Hougen (21, 22) prepared dimension-
less charts for estimating partial pressure and temperature changes across a 
boundary layer in terms of a Reynold's number for a range of operating condi
tions. More recently, Mears (23) and Hudgins (24) derived analytical criteria 
to predict the onset of heat and mass transfer limitation using the perturbation 
approach (25, 26). Mears assumed that the reaction rate depends exponentially 
on temperature, and he accounts for the temperature gradient across the boun-
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1. SUNDERLAND AND EL KANZI Vibration Mixed Reactor 9 

dary layer but neglected the concentration gradient. Thus, if the observed rate 
were to differ by not more than 5% from the true rate, he was able to propose 
the criterion: 

(- A H ) f i d p ReTQ . 

For mass transfer in fixed beds Yang and Hougen (22) derived: 

Jb = 2.44 Re" 0 6 for Re < 620 (5) 

and 

j D - 1.25 Re"0 4 1 for Re > 620 (6) 

Similar relationships have been proposed by Chilton and Colburn and Petrovic 
and Thodos (27) with some modifications at low Reynold's numbers. For heat 
transfer in packed beds De Acetis and Thodos (28) reported a ratio of 1.51 
for /H//D> later revised (29) to 1.076. Satterfield and Resnick (30) preferred 
1.37. 

Diagnostic tests, which usually involve studying the effect of varying flow 
rate past the catalyst pellets, have also been used. When increasing flow rate 
no longer increases the reaction rate, then chemical reaction is said to be con
trolling. Chambers and Boudert (31) noted the need for care with this test 
because of its lack of sensitivity especially at low Reynold's numbers. Experi
mental measurements of h and k (11) and interphase gradients have been 
attempted (32, 33). 

Oxidation of o-Xylene. To explore the micromixing characteristics of the 
reactor, o-xylene was oxidized over a vanadium pentoxide catalyst on a low 
surface area alumina support (9). Data available (34, 35, 36, 37, 38, 39, 40, 
41, 42, 43) indicated that this reaction was appropriate. 

Figure 4. Flow diagram for o-xylene oxidation: capillary flowmeter (CFM), flow indi
cator (F), flow controller (FC), manometer (M), pressure gage (PG), pressure regulator 

(PR), thermocouple (TC), and valve (V) 
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10 CHEMICAL REACTION ENGINEERING II 

A steady-state heat and mass balance yields Equations 7 and 8 which can 
be used to determine temperature and concentration gradients: 

AT = r (~ A g ) (7) 
h a 

In the early stages of the work, the equations were used to aid reactor design 
and to indicate roughly a region of operating conditions within which chemical 
control could be expected. For this purpose, the kinetic data of Herten and 
Froment (40) were used. The methods available for estimating h and k are 
subject to some uncertainty even when applied to fixed bed reactors where 
the gas passes through the bed in one direction. For the VMR, where the direc
tion of flow changes, estimation of h and k can at best be only approximate. 
Nevertheless, h and k were estimated after the method of Yang and Hougen 
(22), the gas flow past the catalyst being a pessimistic value derived from the 
mean velocity of the piston during a single stroke and the reactor designed 
accordingly. 

When the reactor was built, limited o-xylene oxidation experiments were 
done using the setup in Figure 4. The results so far seem to confirm our 
predictions. 

Discussion 

Macromixing was good within the range of conditions studied except at 
extremely low amplitudes of reciprocation. Results with o-xylene show that the 
reactor effectively minimized heat and mass transfer contributions to overall 
reaction rate but the extent of the effectiveness cannot be properly assessed 
until work in progress becomes available. This work is concerned with the 
experimental measurement of h and k for varying rates of reciprocation of the 
piston. In addition, the oxidation rate of o-xylene at higher temperatures is 
being studied to test the predictions of the present work. Exploring this region 
between chemical and diffusional control should itself provide evidence as to 
whether the values of h and k chosen were realistic. It has been possible to 
postulate a rate expression to describe accurately the rate of oxidation of o-
xylene within a limited range of operating conditions. The results indicate 
that the V M R offers some advantages over most of the stirred tank type reac
tors developed to date. 

Nomenclature 

a external surface area of the catalyst per unit mass, cm2/gram of catalyst 
ax fraction of active volume 
«2 fraction of active stream 
C concentration, gram-moles/liter 
C0 initial concentration, gram-moles/liter 
C(0) concentration at dimensionless time 0, moles /liter 
A C concentration change, gram-moles/liter 
dp diameter of the catalyst particle, cm 
E activation energy for the oxidation of o-xylene, cal/gram-mole of 

o-xylene 
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1. SUNDERLAND AND EL KANZI Vibration Mixed Reactor 11 

E(0) C(0)/Co 

h heat transfer coefficient 
A H enthalpy change for o-xylene oxidation, cal/gram-mole of o-xylene 

reacted 
;'D / factor for mass transfer 
; H / factor for heat transfer 
k mass transfer coefficient 
r rate of o-xylene consumption, gram-moles/sec gram of catalyst 
R rate of o-xylene consumption, gram moles/sec cm 3 of catalyst 
t time, sec 
t mean residence time, sec 
T0 temperature at the catalyst surface, °K 
A T temperature change, °K 
0 t/t 
Re Reynolds number 
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Experimental Simulation of a Continuous 
Stirred Tank Reactor for Teaching Reactor 
Design and Control 

MICHAEL L. BRISK 

Department of Chemical Engineering, University of Sydney, Sydney, Australia 

A novel application of on-line simulation was developed to pro
vide flexible, realistic, safe student experiments to illustrate 
multiple steady states and dynamic instabilities in the design and 
control of stirred chemical reactors. An exothermic reaction is 
simulated in a small CSTR using only steam and water. Heat 
generation in the reactor, produced by live steam injection, is 
controlled as a dynamic function of reactor temperature by an 
on-line analog computer which provides the reaction kinetics and 
reaction rate-temperature relationships. The reactor exhibits 
three steady states and under closed-loop temperature control 
demonstrates limit cycle phenomena. It has been a valuable 
teaching tool, and with the addition of direct digital computer 
control its application is extending to research into reactor 
control algorithms. 

The concepts of steady state and dynamic instabilities in continuous stirred 
tank reactors (CSTR's) are important topics in chemical engineering 

courses on reactor design and process control. They are also difficult concepts 
requiring fairly advanced analytical methods for their mathematical treatment, 
and the student's understanding of them is aided if he can experiment with 
these phenomena in the laboratory. However, the design and operation of 
experimental reactors which allow this is awkward. There can be difficulties 
with materials of construction, and there are problems in providing and 
handling reasonable quantities of the necessary chemicals. For example, in 
one of the few published experimental studies of CSTR stability, it was neces
sary to run quite a small reactor (0.6 ft3) as a batch reactor to conserve 
chemicals (I). Once a reaction system has been chosen the equipment tends 
to be rather inflexible, and it is not simple to vary operating parameters over 
much of a range. There is, too, an uncomfortable safety problem associated 
with student operation of a reactor at an unstable state. 

One solution to this is to write a mathematical model for a selected reac
tion system and simulate the reactor with associated control loops on a general 
purpose analog computer. Until recently this approach has been used by the 
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14 CHEMICAL REACTION ENGINEERING II 

author to allow students to observe the characteristics of reactor behavior. 
Although it offers flexibility, this method just does not provide the same ex
perience and "feel" for the system that is obtained by operation of a real reactor. 
This was noticeably true of undergraduates with no plant experience, who 
found it very difficult to visualize and believe in the actual system they were 
modeling if they could not test their model. In particular, the time scale of 
the analog simulation was much faster than a real system. This is normally 
exploited as an advantage in simulation, but it removed a further element of 
reality from the student's experimental study, particularly when dealing with 
controller responses. 

The novel system described in this paper has been developed in an attempt 
to overcome these various problems and provide students with realistic but 
safe laboratory experiments in reactor stability and reactor control, with em
phasis on: (a) observation of stable and unstable steady states; (b) observation 
of dynamic behavior and the use of standard control hardware to control the 
reactor; (c) use of D D C by an on-line digital computer for startup and control 
of the reactor. 

Experimental Simulation 

In an early experimental study of CSTR dynamics (-2) a synthetic reactor 
was described in which an exothermic reaction could be carried out using only 
steam and water. Heat was generated in the reactor by injecting live steam 
at a rate proportional to the temperature, using a conventional proportional 
controller to manipulate the steam valve. This early attempt could represent 
only a locally linearized model of a zero-order reaction. 

In the present work this concept has been adapted by replacing the 
proportional controller by an on-line analog computer which is used to control 
the rate of steam injection to a small CSTR. The computer generates both the 
steady state Arrhenius reaction rate-temperature relationship and the dynamics 
of the reaction kinetics. The hardware reactor plus on-line computer together 
simulate a real reactor with an exothermic chemical reaction. The combination 
has been christened an "experimental simulation" of a CSTR. 

Equipment 

The complete system is shown in Figure 1. Cold water, representing a 
reactant, is metered into a 0.4 ft 3 stirred, insulated vessel where it is heated 
by live steam. The steam valve is manipulated by an on-line analog computer 
which measures the temperature in the reactor by thermocouple and solves 
the kinetic equations for the heat generation rate. The computer used is a 
superseded 100 V, 10 amplifier valve machine which had been withdrawn 
from teaching use several years ago but was kept in working order. 

The thermocouple signal, compensated for cold junction variation, is pre-
amplified by a factor of 1000 with a low-drift dc amplifier, the output of which 
provides the computer input signal. This input is further amplified (10X ) and 
filtered (0.5 sec time constant) by the first operational amplifier in the com
puter circuit (Figure 2) to give a working signal of 0.4 V/°C. The computer 
output (scaled to 0 to 5 V dc) drives an electropneumatic converter with out
put in the range 3 to 15 psig. This in turn manipulates a %-inch steam valve 
through a pneumatic valve positioner which reduces valve hysteresis to a 
negligible level, simplifying the inclusion of the valve characteristic in the 
computer calculation. 
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Figure 1. Reactor system 

to converter 
S steam valve positioner 

Figure 2. Analog computer circuit 

Reactor temperature can be controlled either by conventional control 
hardware or direct digital control (DDC) by an on-line digital computer. A 
separate thermocouple in the reactor actuates a three-term electronic controller. 
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16 CHEMICAL REACTION ENGINEERING II 

The controller output ultimately operates a %-inch pneumatic valve varying 
cooling water flow through a coil providing 3.9 ft 2 of heat transfer area inside 
the vessel. This coolant valve is not fitted with a positioner. The controller 
input signal can also be supplied to an analog-to-digital converter from which 
it can be sampled as many as 10 times a second by a time-shared PDP-11 
digital computer. The D D C algorithm output, after analog-to-digital conver
sion, can drive the cooling water valve directly through an electropneumatic 
converter. 

*9n q,a 

Qf 3 V.T,< 

Figure 3. Stirred reactor 

Simulation Model 

Suppose an irreversible exothermic reaction is carried out in the CSTR 
of Figure 3. Dynamic mass and heat balances can be written in terms of 
fractional conversion: 

dX 
dt 

LX r(X,T) 
V aQ 

AH) V r(X, T) - U 

(1) 

(2) 

where it has been assumed: (a) the reactor is well mixed; (b) there is no 
volume change on reaction; (c) the average specific heats and densities of 
reactants and products are the same and do not vary with temperature; (d) 
the stirrer adds no heat to the system, and there are negligible heat losses 
through the vessel walls. 

It is also assumed that the reaction rate is given by simple first-order 
kinetics: 

where 
r(X,T) - k(T)aa (1 - X) (3) 

k(T) = Ae~EiRT (4) 

This restriction to first-order kinetics is dictated by the limited analog computer 
hardware available and is not a general restriction. 

A dynamic heat balance on the steam injection vessel of Figure 1 can 
be written: 

VgcdT 
dt = — Qpc (T — T0) - QBc (T - TT) + Q*HS - U (5) 
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2. BRISK Teaching Reactor Design and Control 17 

The second two terms on the right side of Equation 5 can be combined: 

Q8 (Hs - c(T - Tr)) = QSH'S (6) 

because the sensible heat content of the condensed steam does not vary sig
nificantly for small changes in temperature, and is only about 7% of H8 at the 
levels involved. Equation 5 then becomes: 

F ? c ^ _ _ Q p c (T - T0) + Q*H'S - U (7) 
at 

Equations 2 and 7 are now alike provided 

QSH'S - (- AH)Vr(X,T) 

Because the maximum heat generation rate from the reaction (at complete 
conversion) is 

# m a x = qaQ ( - A # ) 

it follows that 

n ffmax V r(X,T) / f t v 

ti 8 qaQ 

In particular, for a first-order reaction 

Q8 = % F - fc(T) (1 - X) (9) 
/is q 

The relationship between steam flow rate and computer output voltage 
is the steam valve characteristic. With a valve fitted with a positioner this 
characteristic is linear over the entire operating range with no hysteresis. It is 
represented by the equation: 

Q8 = 55.6 Hv - 30.5 (10) 

Thus an on-line analog computer measuring the steam vessel temperature 
can simulate a true chemical reaction by solving Equations 1, 4, 8, and 10 
simultaneously in real time. The appropriate rate expression for first-order 
kinetics comes from Equation 3. A more complex kinetic expression could be 
handled easily given the necessary computer hardware. The voltage propor
tional to steam rate, HY, is then used to manipulate the steam valve to admit 
the correct steam flow rate to the reactor. 

For first-order reaction kinetics, the analog circuit required to solve Equa
tions 1, 3, 4, 9, and 10 (omitting the details of magnitude scaling of the 
equations) is shown in Figure 2. The Arrhenius-type temperature dependence 
of the rate constant (Equation 4) is represented by a 24-segment, variable 
diode function generator. The product of rate constant and conversion is gen
erated by a time division function multiplier. The remaining computing com
ponents are standard linear summers, integrators, and coefficient potentiometers. 

To select suitable reaction parameters for the simulation, heat generation 
and removal rates were calculated as functions of temperature over the range 
65° to 2 0 0 ° F using values of E/R in Equation 4 from 14000° to 20000°R. It 
was found that E/R= 16000°R was the most suitable choice to remain within 
the linear region of both steam and cooling water valves and provide con-
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18 CHEMICAL REACTION ENGINEERING II 

venient steady-state operating temperatures. The parameters finally selected 
for simulation and the corresponding steam reactor values are listed in Table I. 

Table I. Reaction and Reactor Parameters 

Parameter 

Pre-exponential factor 
Activation energy 
Heat of reaction 
Molecular weight (water) 
Reactor volume 
Reactant water rate 
Coolant rate (steady state) 
Steam flow for 100% conversion, 60 psig saturated steam 
Nominal inlet reactant and coolant temperature 

Value 

IMbe^mmr1 

31800 Btu (lb mole)"1 

-2920 Btu (lb mole)"1 

18 lb (lb mole)"1 

0.385 ft3 

1080 lb/hr 
450 lb/hr 
150 lb/hr 

68°F 

Operating Experience with the System 

Steady-State Behavior Without Control. If Equations 1 and 2 are solved 
simultaneously with both the left hand sides set to zero, the steady-state of the 
reactor can be predicted. To do this, a value for the heat removed by the 
coolant, U, is needed. A series of tests on the steam reactor established that 
heat transfer to the cooling coil was such that under all relevant operating 
conditions the exit cooling water temperature approached the reactor tempera
ture to 0.5 ± 0.1 °F. U was therefore evaluated using the empirical relationship: 

U = Qcc(T - Tc - 0.5) (11) 

The parameters of Table I then give predicted steady states at 76° , 129°, and 
167°F (solid lines in Figure 4). The steady state at 129°F is of course un
stable, and any small disturbance to the reactor temperature at this point 
should cause the uncontrolled reactor to drive to the upper or lower stable 
steady state. 

The open-loop behavior of the steam reactor demonstrates this phenomenon 
well. When the correct cooling water rate is set and steam is supplied to the 
cold reactor, the temperature settles to a lower steady state of 75° to 80 °F 
according to inlet water temperature which varies somewhat with ambient 
conditions. The reactor temperature can be artificially raised by increasing the 
computer output voltage, HY, with the adjustable switched potentiometer 
shown in Figure 2. This applies a bias voltage to increase the opening of the 
steam valve. When this bias voltage is removed with the reactor temperature 
below about 125°F, the temperature slowly settles back to the lower stable 
point. If the temperature is forced to rise above 135°F , it will climb to the 
upper stable point (164° to 1 6 9 ° F ) upon removal of the bias. It is virtually 
impossible to adjust the manual bias to hold the reactor steady near 130°F for 
more than a few minutes. The reactor temperature starts to drift up or down— 
the direction is not readily predictable—ultimately returning to one of the 
stable states in the absence of the bias voltage. This behavior is typical of a 
real reactor and emphasizes to the student the need for control if a condition 
other than the extremes of high or low temperatures (and hence high or low 
conversions) is required. 

Another useful experiment for the reactor design student is to establish 
the upper and lower limits for cooling water flow and hence the quench and 
ignition temperatures, T Q and T x , shown in Figure 4. If the reactor is operating 
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2. BRISK Teaching Reactor Design and Control 19 

at the upper stable state and the cooling water flow rate is increased slowly 
enough to maintain a pseudo-steady state, the reactor temperature drops 
smoothly to a temperature near 146°F with a coolant flow of 510 lb/hr. A 
further small increase in coolant flow causes a large drop in temperature to 
close to the lower stable point at 76°F . The reaction has been quenched as 
shown by the upper dotted heat removal line in Figure 4. The reverse of this 
is ignition, which occurs at 9 3 ° F when the coolant rate drops below 80 lb/hr, 
as shown by the lower dotted line of Figure 4. These experiments are dramatic 
when performed on the steam reactor and strongly reinforce basic design 
principles. 

200 

150 

btu/hr 

100 

x 10"3 

50 

-""If 

<Z< < 
" ^ * A 

<" 
1 

A. removal 

B. generation 

A. removal 

B. generation 

60 120 

T , ° F 

140 T Q 160 180 

Figure 4. Heat generation and removal rates 

Dynamic Operation with Analog Closed-Loop Control. The solution of 
the dynamic forms of Equations 1 and 2 together with the equations of closed-
loop temperature control cannot be accomplished analytically but can be ob
tained using an analog or hybrid computer {e.g., Ref. I). Alternatively, it is 
possible to linearize Equations 1 and 2 about a selected operating point and 
apply linear control theory to predict, for example, the minimum controller 
gain necessary to stabilize the reactor at the unstable steady state (3). Appli
cation of the latter method about the unstable steady state at 129°F leads 
to a pseudo-first-order time constant of —1.76 min for the reactor temperature 
dynamics. The dynamic relationship between concentration and temperature 
is represented by a time constant of 0.70 min. After calculating these values, 
control students can then compute the minimum proportional gain at 129°F : 
109% proportional band (p.b.) (0.061 p s i / ° F ) . The more able students are 
encouraged to attempt analog computer solution of the nonlinear equations, 
including the true non-linear control valve characteristic (but without hys
teresis), using an EAI TR-48 computer. With conventional time scaling tech
niques a faster-than-real-time solution is possible, allowing simple trial-and-error 
methods to be used to find controller parameters. This nonlinear simulation 
predicts a minimum gain of 80% p.b. (0.083 p s i / ° F ) . This is different from 
the linear analysis which at best can only predict local stability in a very small 
region about the steady state. 
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20 CHEMICAL REACTION ENGINEERING II 

All students then test their predictions on the steam reactor, attempting 
to control it near 129°F. Figure 5 shows typical results for startup of the cold 
reactor under proportional control, with the manual reset of the controller 
adjusted to provide 450 lb/hr of coolant for zero error at 129°F. At 100% 
p.b. the gain is too low to stabilize the reactor (curve A ) . A proportional band 
of 60% (gain = 1.11 psi / °F) is necessary just to hold the reactor in a stable, 
nonlinear oscillation (a limit cycle) about the set point (curve B). Increasing 
the controller gain to the maximum available (5% p.b.) reduces the cycling 
amplitude (curve C) but does not remove it. A still higher gain would be 
required fully to stabilize the operating point, but this cannot be too high if 
the closed loop itself is not to become unstable because of minor dynamic 
lags in valve, cooling coil, and thermocouple. Analog solution of the nonlinear 
model predicts a maximum controller gain of 0.25%. This is too high for a 
standard controller but can be achieved by D D C as noted below. 

In general the agreement between the actual steam reactor and the analog 
nonlinear model is quite reasonable and builds students' confidence in mathe
matical modeling. However, the existence of the discrepancy between the 
minimum gain predicted by the nonlinear model and that required by the 
reactor spurred some better students to carry out a more detailed study. In 
particular it has been shown that some of this discrepancy is the result of cooling 
water valve hysteresis. This effect was noted by Ramirez and Turner (I) and 

160 

120 
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A 100% p.b. 

B 60% p.b. 

C 5% p.b. 

A 100% p.b. 

B 60% p.b. 

C 5% p.b. 

c / ~ 

V 

0 10 20 30 40 50 60 70 80 
t, mins. 

Figure 5. Transient response with proportional control 

was analyzed theoretically by Hyun and Aris (4). The cooling water valve 
on the steam reactor has substantial hysteresis in the operating region (Figure 
6). If this is included in the analog model, using the appropriate backlash 
circuits, the predicted minimum gain rises to 1.02 psi/°F (65% p.b.), close 
to the actual value of 1.11 psi/°F. The remaining difference is probably a 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

00
2

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



2. BRISK Teaching Reactor Design and Control 21 

combination of experimental variations and the empirical representation of the 
cooling coil heat transfer (Equation 11). 

From a control teaching point of view the reactor has another unique 
feature. It is easy to obtain its phase plane portrait experimentally. Such a 
representation, involving plots of the dynamic behavior of the reactor as con
centration, or conversion vs. temperature trajectories (3), provides a clear 
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Figure 6. Coolant valve characteristic 

picture of reactor stability with and without control over the whole operating 
region. Figures 7 and 8 are typical of the results obtained simply by connecting 
an X-Y recorder to the voltages proportional to conversion and temperature in 
the circuit of Figure 3 and disturbing the reactor by the manual steam ad
justment. To obtain various starting conversions different from steady-state 
values, the output of integrator 3 was given various initial conditions other 
than zero. 
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22 CHEMICAL REACTION ENGINEERING II 

Figure 7 is the phase portrait of the reactor without control. Stable nodes 
occur at the two stable steady-state conditions of Figure 4. The unstable 
steady state at 129°F is approached by some trajectories, but the reactor always 
drifts back to a stable node. Trajectories starting near 129°F, such as those 
from point A, return sometimes to the lower, sometimes to the upper node. 
The use of the minimum proportional gain to stabilize the system at the un
stable steady state is shown in Figure 8A, which clearly reveals the limit cycle 
behavior noted before. The higher gain shown in Figure 8B shrinks the 
cycle amplitude but does not remove it. 

100, 1 1 1 1 1 1 

180 

Figure 7. Phase plane for uncontrolled reactor 

Dynamic Operation with Direct Digital Control. Recently D D C has been 
added to the steam reactor with the eventual aim of studying special purpose 
nonlinear algorithms for CSTR control. For undergraduate students the D D C 
application has been limited to providing simple experience with computer 
control with emphasis on the effects of sampling frequency and the use of a 
virtually unlimited range of controller gain. A standard three-term incremental 
algorithm (5) was programmed in assembler language on a PDP-11 computer, 
together with logging and alarm routines and a startup sequence for the reactor. 
Reactor operation is now merely the typing in of the desired set point and 
controller constants on a local teletype terminal. A routine has also been pro
vided for on-line alteration of controller settings. The most significant result 
of this feature is the observation that the control loop can be made unstable if 
the proportional gain is increased beyond the equivalent of 0.33% p.b. when 
the D D C sampling interval is 0.2 sec, which is fast enough to be regarded as 
continuous control. This compares well with the analog model predictions 
mentioned above and effectively completes the student's survey of the con
trollability of the reactor. Postgraduate students have just started using the 
facility, and they will investigate the effects of other modes of control besides 
proportional, and alternatives to the three-term algorithm. 
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Figure 8. Phase planes with control 

Nomenclature 

A pre-exponential constant, min"1 

a reactant concentration, lb mole/ft3 

a0 reactant feed concentration, lb mole/ft3 

c specific heat, Btu/ lb/°F 
E activation energy, Btu/(lb mole) 
Hs steam enthalpy with respect to TT, Btu/lb 
H'8 effective steam enthalpy, Btu/lb 
Hv voltage proportional to steam rate 
A H heat of reaction, Btu/(lb mole) 
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k first-order reaction rate constant, min"1 

Q water flow rate, ft 3/hr 
Qc coolant rate, lb/hr 
Q s steam flow rate, lb/hr 
q reactant flow rate, ft 3/hr 
r reaction rate, lb mole/hr/ft3 

R universal gas constant, lb mole/Btu/°R 
t time 
T reactor temperature, °F or °R 
Tc coolant inlet temperature, °F 
T0 feed temperature, °F 
T r reference temperature, °F 
U heat removal rate by coolant, Btu/hr 
V reactor volume, ft 3 

X fractional conversion 
p density, lb/ft 3 
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Process Parameters of Fluidized-Bed Burning 
of Graphite from HTGR Fuel Elements 

R. B Ö H N E R T , G. KAISER, and E. MERZ 

Institute for Chemical Technology, Kernforschungsanlage Jülich, GmbH, 
Jülich, Germany 

The only large scale method suitable to separate the residual 
nuclear fuel materials from the large amounts of graphite of 
HTGR fuel elements during reprocessing is burning the fuel with 
air, oxygen-carbon dioxide mixtures, or pure oxygen. The experi
ments to date for burning crushed graphite fuel elements in an 
inert-free fluidized bed have demonstrated the technical feasi
bility of this process step. Combining known theoretical rela
tionships with experiments in crushing the fuel elements, in 
fluidization, and in burning has led to a satisfactory means for 
predicting the operating points of a fluidized-bed burning proc
ess. This paper describes the studies defining the ranges of 
interest for the crushed particle size distribution, the gas veloci
ties, and operating temperatures and pressures. 

In commercial power-producing reactors, the fuel is generally in the reactor 
long enough so that fission products and neutron capture products, including 

bred fissile isotopes, have accumulated to where they significantly affect the 
economic optimization of fuel recycle. The purpose of reactor fuel reprocess
ing is thus to recover and purify fissile material from irradiated fuel. In general, 
reprocessing of spent fuels from high-temperature gas-cooled reactors (HGTR's) 
consists of shipping irradiated fuel elements from the reactor to a reprocessing 
plant, removing as much extraneous material from the fuel as possible by 
dissolving the fuel in nitric acid, separating and purifying the uranium and 
thorium by solvent extraction, disposing of the radioactive wastes, and decon
taminating the gaseous radioactive effluents from the reprocessing steps. 

The feature which sets H T G R fuel apart from all other reactor fuels is the 
large amount of carbon which is directly associated with the fertile and fissile 
materials. Several fuel designs have been proposed by different designers and 
fuel element manufacturers; the most important are the hexagonal block ele
ments of the Gulf General Atomic Co. (U.S.) and the spherical elements of 
several companies in the Federal Republic of Germany. The salient feature of 
both concepts is that the fissionable materials are contained in pyrocarbon 
(PyC) coated particles containing either sintered (U,Th)0 2 or (U ,Th)C 2 

kernels. The coated particles are imbedded in a graphite matrix. About 95 wt 
% of the fuel elements is graphite. Thus, the basic problem in H T G R fuel 

25 
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26 CHEMICAL REACTION ENGINEERING II 

reprocessing is the removal of this large quantity of carbon from the relatively 
small amount of fuel material—i.e., uranium and thorium. The preferred 
method for this task is burning the graphite in the so-called head-end step of 
reprocessing. 

This method of burning was first proposed in 1964 by the Oak Ridge 
National Laboratory (I). At that time it was recognized that fluidized-bed 
burning of the crushed fuel promised advantages over fixed-bed burning be
cause of higher specific throughputs, easier heat removal and control, lower 
burning temperatures (thus minimizing off-gas contamination), and a con
siderably easier continuous operation. Most subsequent efforts have concen
trated on the fluidized-bed burning concept (2, 3, 4). In the approach being 
studied in the United States, the material which is fluidized is finely divided 
alumina particles, which acts as an efficient heat transfer medium to carry the 
heat of combustion from the burning carbon to the wall of the burner. How
ever, we at K F A in Germany are pursuing an approach without using an extra 
added inert fluidizing heat transfer medium (5). This measure should improve 
overall operating simplicity and economy, particularly since the later separation 
of fuel ash and alumina is eliminated. 

For several years we have been studying the feasibility of burning graphite 
in a fluidized bed, using the density difference between the heavy metal par
ticles and the graphite to form a support and gas distribution zone for the 
burning bed by allowing the particles to settle out. Thus, the settled particles 
form the flow bottom plate, and they can be removed almost carbon-free as a 
free flowing product continuously or batchwise. For large reprocessing plants, 
carbon throughputs are of the order of tons per day. The desired throughputs 
should be accomplished with a minimum number of process steps and pieces 
of equipment. 

Experimental 

Fluidized-bed burning of H T G R fuel elements has the following process 
steps: (1) size reduction of the fuel elements by crushing and/or grinding, 
(2) transport of the crushed fuel to the fluidized bed burner, (3) burning of 
the graphite and pyrocarbon with oxygen, and (4) removal of the bare oxide 
particles, or ashes from the carbide particles, from the burner. 

Experiments with unirradiated and irradiated fuels were done. Only 
spherical fuel elements of German design (e.g., AVR type from the first proto
type H T G R power plant) with a 60-mm diameter were used. However, no 
major differences are expected for the other fuel elements. 

Two hammer mills and a jaw crusher were available for the crushing tests. 
The average crushed particle size for the hammer mills was varied by changing 
the sieve plate openings while the jaw crusher had an adjustable slit width. As 
could be shown in preliminary experiments using quartz burning tubes, the 
size of the crushed product must be fixed somewhere between 0.6 and 3 mm. 

Three burners of different size and design were used (the results listed 
are mean values from all experiments): 

(a) A 60-mm diameter fluidizing tube equipped with an enlarged upper 
section containing sintered metal filters for cold and hot runs; air-cooled water 
vapor; average throughput, ca. 4 grams C/min. 

(b) An 80-mm diameter fluidizing tube equipped again with an enlarged 
upper section but with external cyclones and filters for cold and hot runs; 
cooled with a recirculating water-steam carried by air to the burner; average 
throughput, ca. 15 grams C/min (see Figure 1). 
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O f f - G o s 

Absolute Cel l 
F i l te r F i l t e r 

) C 0 2 

) 0 2 

G a s - Ba t t e r y 

Figure 1. Schematic for hot cell burning studies with the 80-mm diameter burner 

Water Pump 

Cool ing A i r 

Burner - G o s -

Secondary 
" C o o l i n g 

-Water 
F nal 

Off -Gas 
Pur i f i co tion 

uff-Gas 

Dust R e c y c l e 
to Burner 

Figure 2. Generalized flowsheet for the fluidized-bed burning studies with 300-mm 
diameter burner. Bed temperature: < 800°C; carbon burning rate: 3 kg C/hr + 

30%; burning gas: Ot; off-gas composition: COt:CO ^ 5:1. 

(c) A 300-mm diameter fluidizing tube for cold runs only; cooled like b; 
average throughput, ca. 70 grams C/min (see Figure 2). 

Details of the hot cell arrangement of burner b and semitechnical arrange
ment with burner c are shown in Figures 1 and 2. 

The burner design with internal filters (a) did not give a complete burn
ing of the dust trapped in the upper regions of the furnace. Much better per-
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28 CHEMICAL REACTION ENGINEERING Π 

formance was obtained applying external filtering devices to collect and recycle 
the dust carried out with the off-gas. Combustion was done for several operat
ing conditions with pure oxygen and for 0 2 - C 0 2 mixtures using the crushed 
fuel and particles as the sole content of the fluidized bed. 

Crushed fuel is metered into the burner by a feed screw. The burner gas 
passes through a perforated entrance cone into the furnace. After the precooled 
off-gas has passed through the cyclone filtering device, samples are taken to 
determine C 0 2 , C O , and 0 2 content prior of its release through the stack after 
a final purification. The burners are brought to operating temperature either 
by external resistance heaters or with preheated combustion gas. It is possible 
to recycle the C 0 2 from the off-gas stream to the fluidizing gas stream. We 
decided to fix the operating temperature at less than 950°C to prevent ash 
melting or agglomeration. From fluidized-bed technology, the following 
parameters must be established: (a) particle size distribution of crushed fuel, 
(b) carbon burning rate, (c) composition of burner gas and gas velocities, 
and (d) average operating temperature and pressure. 

Theory, Results, and Discussion 

Permissible Sizes for the Crushed Fuel. The diameter of the coated fuel 
particles lies between 0.3 and 0.6 mm. The density of the graphite amounts 
to p s = 1.7 grams/cm3. Burning with pure oxygen yields at 800°C an off-gas 
with a C 0 2 : C O ratio of approximately 5:1. The average particle size of 
crushed fuel, dK, should be ^ 2 mm to minimize particle breakage. The mini
mum fluidization velocity, vh, is given by Ergun (6) : 

* - , [ 1 5 θ α - 0 Ρ + 1 . 7 5 Η β ] ^ 1 < Κ 8 < < 0 0 ° 

Re = Reynold's number 
dK = average spherical particle size of crushed graphite 
g = acceleration due to gravity 
ρ s « density of the solid 
pg = density of the gas 
ε = void fraction 
η = dynamic viscosity 
m = mass flow per hour 

The maximum fluidization velocity, t>s, is given by Schytil (7): 

v8 < 0.153 dK114 (ps - pg)0-71 X 9°n ( p 0 . 2 9 χ ^ . 4 , ) for 2 < Re < 500 

Permissible ranges of particle sizes and velocities for fluidized-bed burning 
lie between the two lines in Figure 3. This figure shows the theoretical carbon 
burning rates for a fluidized bed of graphite suspensions in 0 2 - C 0 2 - C O -
mixtures based on pure oxygen as the feed gas. The specific burning rate 
[grams C/cm 2 X hr] is limited by the average particle size in the steady-state 
fluidized bed as shown. The limits of the burning rates, to prevent fluidization 
of fuel kernels of various particle diameters are also indicated. A further limit 
to the average particle size is the design of the entrance cone and the fluid 
velocity in the burner. The gas concentration and velocity chosen in the burner 
determine the average steady-state particle size as well as the amount of 
graphite fines carried out of the burner with the off-gas. The maximum sized 
dust particle that remains with the fluidized bed may be deduced from Figure 
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3. BOHNERT ET AL. Fluidized Bed Burning 29 

Figure 3. Theoretical carbon burning rates for a fluidized bed of graphite 
suspensions in Or-COt-CO-mixtures as a function of graphite particle size 

and size of fuel kernels, based on pure oxygen as feed gas 

Table I. Results of Crushing Studies on Fuel Spheres 

Crusher Product No. 1 2 8 4 5 

Crusher type H- l H- l H-l Β H-2 
H = hammermill 
Β = jaw crusher 

Rotation of hammers 1 q 1 — 1 
1 = parallel to slits 
q = perpendicular to 

slits 
Slit width (SW), mm 1.5 2.5 3.0 2.0 3.5 
Avg. graphite particle 

size, d K , μ 260 500 550 1300 1350 
Tap density, ps, grams/cm3 0.82 0.93 1.01 0.87 0.96 
Est. surface area, 

Fv, cm2/cm3 0.61 Χ 104 2.3 Χ 103 8.7 Χ 102 5.8 Χ 102 4.1 Χ 102 

Type of particle dist. funct. RRS« RRS« RRS« RRS a RRS a 

Fines « 5 0 μ), % 17 9 6.5 7 4.5 
Fuel particle breakage, % 26 . . . 34 6.7 7.4 2.6 1.2 

°RRS = Rosin — Rammler — Sperling. 

3; however, the minimum amount of dust that is blown out is determined by 
the distribution of fines in the crushed fuel. The importance of minimizing the 
amount of fines in the crusher product cannot be overemphasized. The results 
of crushing study runs are given in Table I. 

The crushing of the AVR fuel spheres with two hammer mills ( H - l : 
Brand Siebtechnik, Miihlheim/Germany, type M 2; H-2: improved version 
designed by KFA) gave good correlations of crushed particle size distribution 
with the Rosin-Rammler-Sperling distribution functions. Crushed product from 
a jaw crusher can be approximated by a double logarithmic distribution curve. 
However, the jaw spacing would need to be more than 2 mm to reduce the 
particle breakage to approximately 1%. 
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30 CHEMICAL REACTION ENGINEERING II 

Permissible Gas Velocities in the Fluidized Bed. The desired maximum 
graphite burning rate for a chosen average particle size at steady state in the 
fluidized bed specifies the minimum velocity of the entrance gas since the 
usable range of graphite particle size maintaining a stable fluidized-bed burning 
depends on the specific gravity of the particles. Pure oxygen enables one to 
obtain the highest possible burning rate, keeping in mind the need for main
taining a stationary particle bed. The crushed graphite particle sizes determine 
their surface area. They, on the other hand, influence the burning kinetics. 
Therefore, the relative proportions of C0 2 and C O in the off-gas depend on 
the burning temperature as well as on the graphite particle sizes as shown 
in Figure 4. 

Because of the very small value of the density relationship, according to 
Zenz (8): 

« io-2 
Ps - Pg 

0.3-

j I - , , , ,— 
700 750 800 850 900 

Temperature [°C] • 

Figure 4. Experimental values of the CO-COt ratio in the 
burning off-gas as a function of bed temperature and graphite 

particle size 

as well as the measured vs/vh ratio, a pronounced heterogeneity in the fluidized 
bed must be expected. During its residence in a fluidized layer, the individual 
graphite particle is not completely burned because the relationship of forces 
weight vs. resistance of the flowing gas stream decreases continuously. As 
the particle attains the dimensions of a fluid, it follows the off-gas out of the 
bed into the off-gas tract. The dust will be separated from the off-gas by a 
cyclone and a filter and returned to the fluidized bed by a gas stream which 
enters the furnace just above the layer of settled kernels. The fluidized bed 
should be operated close to the loosening velocity not only to minimize dust 
recycling but to reduce the size of gas bubbles in the bed. The increase in 
bubble size by C O formation can be neglected. 
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Range of Permissible Burning Temperatures. The temperature depend
ence of the ratio of the maximum fluidization to minimum fluidization velocity, 
t? s/u L» is very small (Figure 3). The ignition temperature for the graphite, 
^ 600°C, determines the lower limit. The upper temperature is determined 
by the formation of fuel particle agglomerates when the temperature exceeds 
900°C. The size and strength of the agglomerates increase with increasing 
operating time. In other respects, however, stable operation was obtained at 
6 5 0 ° - 9 0 0 ° C . 

The temperature range chosen for the fluidized-bed burning thus is set 
between 650°C < i w a l l < 900°C. However, this range is also specified by two 
other considerations. Largely because of nuclear criticality limitations, water 
will be excluded from the processing hot cell. The heat will be removed by 
gas cooling the fluidized bed burner walls. The current high temperature 
steels have limited lifetimes as the operating temperatures are raised. In 
addition, higher operating temperatures vaporize increasingly larger amounts 
of volatile fission products and present increasing problems of radioactivity 
within the plant and removal of these materials from the large volumes of 
off-gas. 

σ ω 
χ 0-j , , Γ 

0 1 2 3 
Particle S ize , d K I mm ] * 

Figure 5. Heat transfer coefficient, a, bed-to-wall 
as a function of particle size. 

Curve 1: Experimental data obtained from coal burn
ing in a fluidized bed (11) 

Curve 2: Calculated data for graphite particles ap
plying the formula given in Ref. 12 

Curve 3: Calculated data for generalized particles 
taken from Ref. 10 

Calculation of the Fluidized-Bed Burner Dimensions. The overall reactor 
dimensions are minimized when the average fluidized-bed particle size at 
steady- state operation is as small as possible and the burning temperature is as 
high as possible. The heat transfer coefficient, a, from the fluidized bed to the 
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32 CHEMICAL REACTION ENGINEERING II 

wall depends on the particle size, as shown in Figure 5. Assuming the specific 
burning rate as well as the average bed particle size, a is defined within rather 
narrow limits. Using the values for a determined from Figure 5, one may 
calculate the minimum bed height to yield a bed-to-wall temperature difference 
At = 200°C for gas cooling. Such calculations may be done by applying the 
calculated and experimentally measured Q values, respectively, shown in 
Figure 6. 

0 1 2 3 
Particle S i ze , α"κ I mm ] • 

Figure 6. Minimum height of the expanded bed fluid
ized with COr-CO at M = 200° C between bed and 
wall as a function of particle size. Bed temperature = 

800°C; d = bed diameter. 

calculated for maximum fluidization with data 
from Figure 5, curve 1 

-·-·-· calculated for minimum fluidization with data 
from Figure 5, curve 1 

calculated for maximum fluidization with data 
from Figure 5, curve 2 

Figures 4 and 5 show that the minimum burner dimensions are obtained 
with the highest burning temperatures in combination with the smallest pos
sible equilibrium bed particle size. The vibration criteria of Verloop (9) to 
test the limits of the homogeneity is predicted for the entire range of conditions 
of interest to the fluidized bed burning process. 

Operating Pressure of the Fluidized-Bed Burner. The relationship of the 
specific burning rate to graphite particle size (Figure 3) holds for atmospheric 
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3. BOHNERT ET AL. Fluidized Bed Burning 33 

pressure. Because of the relationship between the operating pressure and the 
fluid velocity, one could obtain higher specific burning rates by operating the 
reactor under higher pressure. Maximum throughputs per burner volume are 
of particular interest in nuclear fuel reprocessing because of nuclear criticality 
limitations. 

Depending on the type of fuel to be burned, one calculates that possible 
increases in the total carbon burning rates of factors of three to four times the 
normal values can be obtained by raising the pressure of burners. The uni
formity of fluidization also improves because of the increasing value of the ratio, 

Pg 
(Ps - Pg) 

with increasing pressure. This has been established in burning experiments 
carried out at up to 2 atm absolute pressure. The experiments have shown that 
total carbon burning rates can be raised (not indefinitely, however) depending 
on the fuel type, by at least several hundred percent by raising the operating 
pressure. The extra heat generated must be removed by increasing the bed 
height. The short length of oxygen penetration into the bed before consump
tion results in hot spots in burners with only a single-stage oxygen inlet. These 
hot spots can be avoided if one adds part of the oxygen above the settled 
particle bed. The advantage of more uniform fluidization obtained with higher 
pressure operation is somewhat offset by the increased difficulty in sealing the 
burner and the crushed fuel inlets. Because nuclear criticality considerations 
limit the diameter of circular pipe burners, higher heat removal surface areas 
can only be obtained with higher beds, and one can expect future burners to 
be relatively tall. 
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The Transient Response of a Monolithic 
Catalyst Support 

ROLAND H. HECK, JAMES WEI, and JAMES R. KATZER 

Department of Chemical Engineering, University of Delaware, 
Newark, Del. 19711 

Performance of an automotive catalytic converter is governed by 
its warm-up from the time the engine is started. A wind tunnel 
was constructed to generate air flow at 650°F and to pass it 
through an initially cold monolithic support equipped with ther
mocouples. Temperature in the monolith was measured as a 
function of position and time. The thermocouples measured a 
temperature which is closer to the gas temperature than the solid 
temperature. Onsager's approximate solution agrees with the 
analytical solution of Schumann and can describe the transient 
temperature profiles. Experimental values of the average Nusselt 
number lie between the theoretical values based on constant wall 
temperature and on constant wall flux. There is a short entrance 
region where the local Nusselt number is higher. 

The design of automobile catalytic exhaust converters requires a quantitative 
description of their transient temperature behavior to specified inputs. 

Transient temperature behavior of monoliths is very important during warm-up 
from a cold start and during temperature excursions which can lead to catas
trophic melt-down. Theoretical models to predict transient temperature profiles 
have been developed, but there are essentially no data to test these theoretical 
results. Also a simplified model is needed that is suitable for mathematical 
modeling of reactor performance. In this paper we measure the transient 
warm-up of a number of monolithic exhaust catalyst supports and compare it 
with the computations from various models. 

The transient heating of a monolithic catalyst support is similar to the 
"single blow" problem for a regenerative heat exchanger. This problem has 
been treated analytically by Anzelius (I), Nusselt (2), Hausen (3), and 
Schumann (4). Jakob has reviewed these treatments (5). 

The basic equations for convective heat transfer in a monolith arise from 
heat balances on the solid and the gas. Non-dimensionalizing and transforming 
the coordinates according to Schumann gives: 

j $ = θ* - eQ (l) 

ψ- = »G - Θ. (2) 

34 
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4. HECK ET AL. Monolithic Catalyst Support 35 

The assumptions involved in these equations are: 
( 1 ) Plug flow of the gas phase 
(2) No axial conduction in the gas or solid 
( 3 ) Constant heat transfer coefficient 
(4) No radial gradients in temperature or velocity 
(5) No heat of reaction. 

In an actual catalyst warm-up the heat of reaction would also have to be con
sidered. Boundary and initial conditions for a step change in gas temperature 
to a cold monolith are: 

0G - 1 at Y - 0 for all τ > 0 (3) 

0s = 0 for all Y at τ < 0 (4) 

Schumann's analytical solution to Equations 1-4 involves an infinite series 
of Bessel functions and does not lend itself easily to computation. Kohlmayr 
(6) developed an analytical solution, which is more easily used but still involves 
an infinite series. Brinkley (7) has published values of both gas and solid 
temperatures for a wide range of τ and Y; however, their use involves cumber
some nonlinear interpolation. Klinkenberg (8) and Onsager (9) derived 
equations which approximate the analytical solution but are easier to use. 
Onsager's approximations to the analytical solution are: 

0G - \ [l + erf ( V T - Vf)] + yj+^t e—Y (/ 0 (2\/ÏF)) (5) 

0β - I [l + erf (V7 - Vf)} - γιι?2 T i /4 E " T " Y (/o(2V^F)) (6) 

HEATERS 

HEATERS 

RECORDER 

Figure 1. Experimental apparatus 
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Klinkenberg's approximations are: 

0G = \ [ l + erf ( V T + 

0 8 = l[} + E R F ( Λ / Ϊ " -
1 ^_ 1 

8 V ^ - V F 8 V ? 

)] 
)] 

(7) 

(8) 

To use either the analytical or approximate solution to Equations 1-4, a 
value for the heat transfer coefficient, h, is necessary. Streamline flow prevails 
in the monolith channels since the Reynolds number, Re, is never greater than 
a few hundred. The theoretical rate of heat transfer between a tube wall and 
the fluid entering the tube was first solved by Graetz (10). The Nusselt num
ber, Nu, is very high at the entrance but rapidly declines to an asymptotic 
value a few diameters downstream. The asymptotic values for channels of 
various cross sections are given by Kays and London (11) and Sherony and 
Solbrig (12). 

Experimental Methods and Materials 
The apparatus consisted of a closed-loop high temperature wind tunnel 

into which the monolith samples were inserted (Figure 1). Air was circulated 
by a centrifugal blower through a loop of 4-inch diameter aluminum pipe with 
electric strip-heaters suspended in the flowing air. Butterfly valves A, B, and C 
were used to route the circulating air through either the test section or the 
bypass. The 5-inch diameter test section between the two butterfly valves Β 
and C was removable, and the monolith was inserted into this section wrapped 
in a metal sleeve and a blown refractory (Cerafelt) blanket to prevent flow 
leakage by the monolith and radial heat losses. The blower and all pipes were 
insulated. 

Table I. Properties of Monoliths 

Channel Geometry 
Overall diameter, inch 
Overall length, inch, L 
Volume, inch3, SL 
Open area, % 
Total weight, grams 
Total superficial surface 

area, ft2, EL 
Bulk density, ps (1 — /), 

lb/ft3 

Hydraulic diameter of channel, 
inch, D 

Holes/inch2 

Wall thickness, inch 

At least seven holes of 1/16-inch diameter were drilled radially into the 
monolith at several axial positions. Additional holes to several radial depths at 
a given axial position were drilled in several monoliths. Sheathed iron-con-
stantan thermocouples (0.01-inch diameter) were placed in the holes. Because 
of the hole size, wall thickness, and thermocouple size, it was not possible to 
locate and keep a thermocouple strictly in the wall of a channel. Thermocouple 
temperatures were recorded with a multipoint digital voltmeter (Doric, Digi-
trend210). 

Corning Thermacomb Corning 
AC Square Eight Triangular 

Channel Channels/ Channel 
inch 

square square sinusoidal triangular 
4.2 4.9 4.7 3.0 
8.1 5.9 3.0 3.75 

112 115 52 26.5 
65 =fc 2 74 ± 2 65-70 71 db 2 

1350 868 467 230 

34 39 21 9.3 

46.0 38.9 34.3 32.9 

.060 .055 .042 .045 
182 203 275 215 

.015 .01 .01 .01 
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4. HECK ET AL. Monolithic Catalyst Support 37 

For a typical run, air was circulated through the bypass until the tem
perature reached 650°F . The monolith, initially at room temperature, was 
placed in the test section; butterfly valves Β and C were opened while A was 
closed simultaneously. The thermocouples were scanned repeatedly, and the 
temperatures were recorded at the rate of two per second until all thermo
couples gave constant readings. The flow rate was set with butterfly valve D 
and determined by measuring the pressure drop across a calibrated orifice plate. 

The monolith supports studied and their properties are given in Table I. 
The A C monolith was provided by the A C Spark Plug Division of General 
Motors Corp., the Thermocomb by American Lava Co., and the Corning by 
Corning Glass Works. 

0 1 2 3 4 5 6 7 8 
AXIAL DISTANCE, INCHES 

Figure 2. Transient temperature profiles in AC monolith: Q = 41 SCFM 

Results 
Data were obtained for inlet gas temperatures from 580° to 650° F and 

superficial flow rates of 7 to 50 S C F M . Experimental runs lasted from 30 to 
180 sec. Figure 2 gives typical time-temperature profiles. The monolith tem
perature profile at zero time was not flat because of small leaks in the butterfly 
valves before the experiment was begun (Figure 2). This deviation represents 
less than 4% of the total heat transferred in the run. Furthermore, the devia
tion in the rear is almost gone after 6 sec. 

Stop Flow. A stop-flow experiment was performed to determine whether 
che thermocouples measure the gas or solid temperature. Since the heat capacity 
of the solid is about a thousand times that of the gas in the monolith, the 
equilibrated temperature should be the solid temperature. The experiment 
was begun as usual, but the flow through the test monolith was stopped and 
diverted through the bypass after 37 sec. The measured temperature decreases 
sharply at the instant the flow through the test monolith was stopped (Figure 
3). The observed temperature drop is between 8° and 5 0 ° F for the various 
axial positions measured. 
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,?,300 

4-1/2" 

1-3/4" FROM INLET 

FLOW STOPPED 

Figure 3. Results of stop-flow experiment with AC monolith: 
Q = 46 SCFM, inlet gas temp. = 580°F 

Schumann's analytical solution predicts a maximum (TG — T g ) of about 
5 5 ° F for the 8-1/16 inch point for this run. This maximum should occur at the 
inflection point in the temperature-time curve. Our measured temperature 
drop for this thermocouple is about 5 0 ° F and is near the inflection point. 

If it is assumed that the thermocouple has a thermal mass consisting of its 
sheath only and is in a free flow of air at the average velocity of the air in a 
channel, one obtains Equation 9: 

TTC = .08 (TG - Ts) (9) 

The coefficient is actually larger than .08 since the mass of the thermocouple 
at the welded tip is in fact more than the mass of the sheath and part of its 
length is blocked from flow by channel walls. Analysis of several stop flow 
runs shows that the thermocouple temperature can be approximated by 

T T C = .8TG + .2T& (10) 
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Axial Conduction. The importance of axial conduction in the gas and 
solid phase was defined in another experiment. Starting with an imposed tem
perature gradient in the monolith, the temperature of the monolith was allowed 
to equilibrate while the ends of the test section were sealed. The relaxation 
of the temperature was recorded. The effective thermal conductivity was calcu
lated to be between 7 and 11 Btu inch/(hr ft 2 °F) at 300°F . For the tempera
ture gradients we encountered, the rate of heat transfer by conduction is at 
most 1% of convection and can be ignored. 

Radial Gradients. Radial gradients in velocity were minimized by placing 
the monolith in a metal sleeve which extended beyond the monolith face and 
by having just in front of the monolith an 8-inch length of straight pipe which 
contained a 60-mesh screen and a coarse screen. Proper positioning of the 
screens and the sleeve gave radially independent velocity as demonstrated by 
pitot tube measurements of velocity immediately behind the monolith. This 
minimized radial temperature gradients imposed by non-uniform flow. Tem
perature gradients caused by radial heat losses were minimized by insulating 
the monolith from the walls of the test section. 

Experimental radial gradients were determined with thermocouples placed 
at several radial positions. Figure 4 shows that radial gradients were not sig
nificant, reaching a maximum of 30° F at the end of the run for the Corning 
square channel monolith. This monolith has the largest diameter of those 
studied and allowed room for only 0.2 inch of insulation in the test section. 
Hence, this is the largest radial gradient expected. 

TIMF, SEC 

Figure 4. Radial temperature gradients in Corning square channel monolith: Q = 
20 SCFM 

Discussion 

Analytical Models. Onsagers and Klinkenberg's approximate solutions, 
Equations 5 and 7, are compared with the analytical solution in Table II. 
Polynomial approximations from Abramowitz and Stegun (13) were used to 
evaluate the modified Bessel function of Equation 5. Both approximations are 
very good at high values of Y and τ; however Onsagers is clearly better for 
low values of these variables. Our data has a maximum Y of about 14 and a 
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Table II. Comparison of Approximations with Analytical Solution 
0G 

τ Y Analytical11 Onsager Klinkenberg 
.5 Λ .781 .7811 .7373 
.5 .8 .604 .6035 .5725 
.5 1.2 .464 .4633 .4452 
.5 2.0 .269 .2683 .2660 

1.0 .4 .855 .8559 .8355 
1.0 .8 .718 .7180 .7000 
1.0 1.2 .594 .5943 .5805 
1.0 2.0 .394 .3940 .3882 
2.0 .4 .936 .9373 .9345 
2.0 1.2 .775 .7748 .7695 
2.0 2.0 .604 .6087 .5987 
2.0 4.0 .270 .2703 .2693 
4.0 .8 .967 .9670 .9678 
4.0 2.0 .852 .8523 .8513 
4.0 4.0 .572 .5717 .5702 
4.0 8.0 .153 .1535 .1537 
8.0 2.0 .985 .9853 .9856 
8.0 6.0 .749 .7492 .7488 
8.0 12.0 .216 .2161 .2161 

16.0 8.0 .961 .9610 .9611 
16.0 16.0 .535 .5354 .5352 
16.0 18.0 .398 .3986 .3985 

β From Kays and London (11). 

TIME, SEC 
Figure 5. Comparison of data to analytical solution with constant Nu: AC monolith, 

Q = 25 SCFM, analytical solution 

maximum τ of 22. Onsager's approximation was used to generate the analytical 
solution used for data comparison in this work. 

The experimental data are compared with the analytical solution of Equa
tions 1-4, and an example is given in Figure 5. A Nusselt number of 3.08 in 
the analytical solution gives the best least-squares fit to the data and represents 
an average for the monolith as a whole. The root mean square deviation of the 
predicted curve from the data is .018 for this case. 
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200 

R e I N C H A N N E L S 

Figure 6. Average Nusselt number for heat-up of monolith: theoretical 
asymptotic value for constant wall flux, ; constant wall temperature, 

• 
m 
Δ 

Corning square 
AC square 
Corning trianguhr 
Thermocomb sinusoidal 

Figure 6 is a plot of the average Nusslet number, (Nu), vs. Reynolds 
number, Re, in the channels for the monoliths studied. The theoretical asymp
totic Nusselt numbers for fully developed flow with both constant wall tempera
ture and constant heat flux are also given. The theoretical value for sinusoidal 
ducts is from Sherony and Solbrig (12), and the others are taken from Kays 
and London (11). The data show a somewhat higher Nu at higher Re as would 
be expected since the entrance region becomes longer at higher Re. The Nu 
for the Corning square channel monolith is slightly higher than that for the 
A C . The greater length of the A C monolith allows the flow to become fully 
developed over a larger fraction of the channel length. 
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If data from each thermocouple are fitted individually to determine the 
best mean Nusselt number, N u m , from the entrance to that point, one can 
determine the dependence of the Nusselt number on axial distance. This 
method of analysis permits a better fit of the experimental data than that 
attained in Figure 5 since the root mean square deviation from the data for 
this comparison is .013. 

Table III compares the N u m determined by the last-squares fit to the 
theoretical values for developing thermal and hydrodynamic boundary layers. 
The experimentally determined values are in the range of the theoretical values; 
however, they seem to show a slightly stronger dependence on axial position. 
Sowards (14) also found a somewhat higher than theoretical dependence on 
length for the Sherwood number and attributed this to surface roughness. His 
adjustment to the theoretical equation in Table III raises the values by only 
1-3%. 

Table III. Observed vs. Theoretical Mean Nusselt Number 
as a Function of Length 

x, inches Experimental Num Theoretical0 Nu 

.75 3.75 3.54 
1.75 3.45 3.18 
3.00 3.15 3.07 
4.50 2.93 3.01 
6.25 2.85 2.98 
8.06 2.55 2.95 

« Num = 2.89 (1 + .078 Re Pr D/x) « from Hawthorn (U). 

Effects on Performance. To compare the heat-up rates for monoliths with 
various cell geometries it is necessary to fix certain variables. If one fixes the 
wall thickness, percent open area, length, overall diameter, and monolith mate
rial, then for any cell geometry τ and Y are both proportional to h, as well as 
to Nu. Since larger τ and Y means faster heat up, the monolith with the larger 
Nu will heat up faster. On this basis the order of heat-up rate is squares > 
triangles > sinusoids. This is the same order determined by Hegedus (15) 
when comparing cell geometries on a mass transfer rate basis. If, however, one 
holds wall thickness, percent open area, total weight, pressure drop, and mate
rial of construction constant, then the order of heat-up rate becomes squares > 
sinusoids > triangles. For 60-70% open area the difference in N T U is no 
greater than 15% among these channel geometries. 

Finite Element Models. Onsager's approximation gives an adequate 
model for Equations 1-4. However for practical application a model must be 
able to handle time-dependent gas inlet temperature and flow rate and any 
arbitrary initial temperature distribution in the solid, as well as the heat gen
erated by chemical reaction. These are not easily handled analytically. 

HOMOGENEOUS C E L L MODEL. The homogeneous cell model has frequently 
been used to simulate packed-bed reactors (16). In this model the reactor is 
approximated by a series of well-mixed cells of uniform temperature. This 
model was considered first because of its simplicity and ease of calculation. 

The solution to the cell model with boundary conditions given in Equations 
3 and 4 is a cumulative sum of Poisson distributions: 

θ 3 = 0 G (X)t) = 1 - e-xe £ Μ ί 
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where 

λ = ?aC pgFs 

nx , 1 
m = T + 2 

The heat transfer coefficient does not appear in this model, but the number 
of cells is chosen to fit the data. A large h corresponds to a large n. Unfortu
nately, η depends on the flow rate of the gas. The cell model with a fixed 
η predicts that the temperature profile at time t for flow rate Q must be identi
cal to the profile at time at for flow rate Q/a. These changes would amount 
to a change of Y to α Y and τ to ατ in the continuous model. It can be seen in 
Table II that a constant Y to τ ratio does not result in a constant Θ. 

The homogeneous cell model with a fixed η can apply only if the heat 
transfer coefficient is proportional to flow rate. This is more nearly true for a 
packed bed than a monolith. 

HETEROGENEOUS C E L L MODEL. Here each cell has a different temperature 
for the gas and the solid. The heat transfer coefficient appears in this model, 
and the number of cells should be very large to make the finite difference 
equation approach the differential equation. 

A finite difference method can be used to solve Equations 1-4 with arbi
trary boundary and initial conditions and with fluid and solid properties varying 
with both temperature and position. Brasz and Khan (17) concluded that a 
finite difference method can be computed more efficiently than the analytical 
solution of Kohlmayr (6). Harned (18) has suggested a two point central 
difference formula for approximating the heat-up of a packed bed. Our compu
tations show that this model is within 5% of the analytical solution for Y < 3 
and all values of τ, with ΔΥ of 1 and At of 0.2. 

Conclusion 

The results of stop-flow experiments demonstrate that the temperature 
measured by the thermocouple is approximately 80% of the gas temperature 
plus 20% of the solid temperature. The effects of axial thermal conduction can 
be neglected. With reasonable insulation and a good deal of care to ensure 
uniform flow, the radial temperature gradient is negligible. 

The analytical solution of the transient temperature profile in the monolith 
is available only for a uniform initial temperature, a sudden exposure to a gas 
flowing at a fixed temperature and velocity, and for a heat transfer coefficient 
that is independent of position. The Onsager approximation to the analytical 
solution is excellent and can be used easily to evaluate the parameters in the 
model. The experimental results agree very well with the analytical solutions, 
assuming an average Nusselt number. These experimental Nusselt numbers lie 
between the theoretical asymptotic values for constant wall temperature and for 
constant heat flux. As the Reynolds number increases from 50 to 250, the 
average Nusselt number can increase by 50%. The local Nusselt number is 
significantly higher at the inlet region and appears to depend more strongly 
on tube length than theory would predict. 

The homogeneous cell model, assuming a uniform temperature in each 
cell, is inadequate to describe the monolith experimental results unless the 
number of cells used in the model is made to depend on the flow rate of gases, 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

00
4

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



44 CHEMICAL REACTION ENGINEERING Π 

thus making the model too cumbersome for use. The heterogeneous cell model, 
assuming separate temperatures for gas and solid in each cell, can be used to 
describe more varied boundary and initial conditions and must be used to 
model automobile exhaust reactors. 

Nomenclature 
CpG specific heat of gas, Btu/lb-°F 
Cp8 specific heat of solid, Btu/lb-°F 
D hydraulic diameter, inches (4 (area/wetted perimeter) ) 
Ε superficial surface area/length, ft 
/ fraction of area S open to flow 
G mass flux, lb/ft2-sec 
h heat transfer coefficient, Btu/(min-ft 2 -°F) 
I0 zeroth-order modified Bessel Function 
k thermal conductivity of gas, Btu inches/ft 2-°F-hr 
L length of monolith, inches 
m cell number 
η total number of cells 
N T U number of transfer units 
Nu Nusselt number (hD/k) 
Nu average Nusselt number for monolith 
N u m mean Nusselt number from entrance 
Pr Prandtl number, C^/k 
Ç volumetric flow rate, ft 3/min 
r radial distance, inches 
Re Reynolds number, (DG/μ) 
t time, sec 
TG temperature of gas, °F 
T g temperature of solid, ° F 
T T C temperature of thermocouple, °F 
V s total volume of solid, inch 3 

χ distances from monolith entrance, inches 
Y dimensionless distance, (xhE/QpGCpG) 
S total cross-sectional area of monolith, inches2 

μ viscosity, lb/ft-sec 
pG density of gas, lb/ft 3 

p s dentsity of solid, lb /ft 3 

τ dimensionless time = (hE/(S ( 1 - /) C p S p s ) ) (t - xSf/Q) 
6G dimensionless gas temperature, (TG — T S o ) / ( T G o — T S o ) 
0 S dimensionless solid temperature, ( T s — T S o ) / ( T G o — TSo) 
0 T C dimensionless thermocouple temperature ( T T C — S S o )/(T G o — T S o ) 
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Investigation of a Novel Nozzle Reactor 

H. J. DIESNER and K. SCHUGERL 

Institute für Technische Chemie, Teehnische Universität Hannover, 
D-3000 Hannover, Callinstrasse 46, West Germany 

The reaction between CH4 and F2 was carried out in axial sym
metric turbulent supersonic jets using a concentric ring nozzle 
system. CH4, inert gas, and F2 were expanded across a central-
nozzle, inner-ring-nozzle, and outer-ring-nozzle from stagnation 
pressures p0 = 2-3 atm into vacuum (p1 = 4 torr) at Re = 1-5 X 
ΙΟ5, M = 1.7-2.3 and Kn = 34-183 X 10-6. The reaction can 
be initiated in the first or second shock front of the supersonic 
jet by a solid body. Self-initiation occurs in the third shock front. 
The longitudinal and transversal concentration and temperature 
profiles were measured, and a transversal separation of the prod
ucts was found in the jet. Since the reaction is restricted into a 
disc- and/or a ring-shaped volume at the shock front, the reac
tion time is short and nearly uniform; thus, the reactor can be 
protected from corrosion and overheating in contrast to a sub
sonic jet where the nozzle is destroyed within some minutes. 

The reaction between F 2 and/or C1F 3 and aromatic (1, 2) and aliphatic and 
aromatic compounds (3, 4, 5, 6, 7,8) has been carried out in subsonic jets. 

Only oxidation reactions (9,10, 11) were investigated in supersonic jets because 
of the possible application of supersonic combustion ramjets for air breathing 
engines capable of flying at very high mach numbers. 

Because of the disadvantages of the application of subsonic jets to the 
very exothermic four-stage reaction of F 2 with C H 4 : 

it was of interest to carry out this reaction in supersonic free jets. We expected 
that well-defined reaction volume and reaction conditions (especially reaction 
time) would make it possible to control this reaction better. 

Experimental 

Equipment and Reaction Conditions. Figure 1 shows a schematic of the 
equipment. F 2 , He(Ar), and C H 4 were expanded separately across a nozzle 
system consisting of a Monel capillary of 0.3 mm diameter, an inner concentric 
nickel ring slit with 0.05 mm width, and an outer concentric nickel ring slit 

C H 4 + F 2 

C H 3 F + F 2 

C H 2 F 2 H- F2 
C H F y + F> 

C H 3 F + H F 
C H 2 F 2 + H F 
C H F 3 + H F 
C F 4 + H F 

GRo 298 (kJ/mole) = -318.0 
-338.7 
-106.4 
-635.1 

46 
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Figure 1. Apparatus. 1, 2, 3, gas flasks; 4, pressure control; 5, H F absorber; 
6, valve; 7, pressure gage; 8, sampling tube; 9, to analysis; 10, vacuum pump; 

11, reactor; 12, nozzle; 13, cooler; 14, 3-D manipulator. 

with 0.035 mm width (Figure 2) into a copper reactor (11) (diameter: 44 
mm, length: 480 mm). The reaction mixture is cooled in a heat exchanger 
(13); the H F is removed by NaF in a H F adsorber (5), and the rest was 
pumped by the mechanical vacuum pump (10) (pumping speed: 100 m3/hr). 
The gas samples were taken by a cooled Monel capillary (8) of 0.5 mm diame-

Figure 2. Nozzle (size in mm) 

ter. The temperatures were measured by a nickel-chrome nickel microthermo-
couple which was inserted into the sampling tube (8). This tube could be 
moved by a precision mechariical device ( 14) in three dimensions. To observe 

American Chemical 
Society Library 
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the behavior of the ring-shaped reaction volume, two boron glass windows 
were mounted on the reactor (Figure 3). 

„ . 225 * 

Ϋ7Π&. ΤΫΠ7λ 

Figure 3. Reactor, boron glass windows at point 1 

Longitudinal and transversal concentration and temperature profiles were 
measured in the reaction mixture under two different conditions (Table I). 

Table I. Reaction Conditions (Static Pressure in Reactor, pt = 4 torr) 
Flow Rate 

Under 
Reaction Mach Reynolds Knudsen Stagnation 

Gas Flow Rate Mole % Conditions Number Number Number Pressure 
mmole/min (m/s) M Re X 10z Kn X 10* ρ ο (atm) 

Condition I 
C H 4 99.8 36.9 975 2.3 58.2 34.3 3 
F 2 96.7 35.4 664 2.5 53.7 37.2 2.5 
He 75.2 27.7 1650 1.7 10.8 183.8 2 
Condition II 
C H 4 99.8 40.4 975 2.3 58.2 34.3 3 
F 2 96.7 39.1 664 2.5 53.7 37.2 2.5 
He 50.5 20.4 1769 1.35 7.1 119.0 1.3 

Concentrations were measured by cryosorption of the reaction components 
from the helium gas using a charcoal column at the temperature of liquid 
nitrogen; the adsorbed gas was desorbed and analyzed by gas chromatography 
(12). To investigate the fluid dynamic behavior of the three component gas 
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Table II. Conditions of the Model Experiments 

Static 
Mach Reynolds Knudsen Stagnation Pressure 

Gas Flow Rate Number Number Number Pressure in Type of 
m/s M Re X 10s Kn X JO* ρ ο (atm) Reactor pi Jet 

Condition III 
C H 4 975 2.3 58.2 34.3 3 4 torr 
He 1658 1.7 10.9 183.8 2 4 supersonic 
N 2 717 2.1 53.6 37.3 2.5 4 

supersonic 

Condition IV 
C H 4 975 2.3 58.2 34.3 3 4 
Ar 492 1.6 28.5 70.1 2 4 supersonic 
N 2 717 2.1 53.6 37.3 2.5 4 

Condition V 
C H 4 372 0.87 11.91 1.6 0.99 atm 
He 580 0.60 2.48 1.3 0.99 subsonic 
N 2 221 0.63 8.58 1.3 0.99 

Condition VI 
C H 4 372 0.87 11.9 1.6 0.99 
Ar 183 0.60 6.89 1.3 0.99 subsonic 
N 2 221 0.63 8.58 1.3 0.99 

mixtures as a function of the properties of inert gas model mixtures consisting 
of C H 4 , He or Ar, and N 2 (for F 2 ) their concentration profiles were also investi
gated at room temperature under four experimental conditions (Table II). The 
uncertainty caused by the complex interaction of the jet with the sampling 
tube was eliminated by careful calibration using gas mixtures with definite 
compositions. The concentration measurements for C H 4 , N 2 , Ar, and He were 
carried out by a four-channel mass spectrometer of type G D 150/4 of Varian 
M A T . Three channels were used to measure the number density of the three 
components, and the fourth channel was used to measure the total number 
density in the free jet (12). 

Figure 4. Longitudinal concentration profiles (He, condition I) 
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50 CHEMICAL REACTION ENGINEERING II 

Figure 5a. Transversal temperature and concentration profiles (He, condition I) 

Figure 5b. Transversal temperature and concentration profiles (He, condition I) 

Results 

To study reaction behavior at different conditions (influence of the com
positions of the jet, especially the properties and amount of the inert gas and 
the expansion ratio on the reaction) C H 4 and He were used in mole ratio 1:1, 
and the amount of F 2 was increased slowly. Initiation of the reaction could be 
observed at a mole ratio C H 4 : F 2 of 1:0.5, but the reaction was not stable. At 
C H 4 : F 2 of 1:1, a stable reaction with a green-blue colored flame ring at 30 mm 
from the nozzle was observed. By decreasing the relative amount of the ratio, 
H e : C H 4 , to 0.3:1, the flame became yellow, and heavy soot formed. The 
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presence of soot on the reactor wall increases the rate of decomposition of 
C H 4 for mole ratios of H e : C H 4 higher than 0.3:1. Therefore, it was necessary 
to clean the reactor after these runs. Application of N 2 as inert gas led to small 
detonations with strong soot formation. By using Ar as inert gas the location 

Figure 5d. Transversal temperature and concentration profiles (He, condition I) 
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Ζ * ZI m m ι 
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Figure Se. Transversal temperature and concentration profiles (He, condition I) 

Ζ =36mm 

Figure 5f. Transversal tem
perature and concentration 

profiles (He, condition I) 
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of the reaction is shifted downstream from the nozzle. The best results were 
achieved with He as inert gas. 

Systematic investigations were carried out with two different mole ratios 
of H e : C H 4 according to Table I. If there is no sampling tube in the supersonic 
jet under conditions of Table I, the location of the reaction ring is between 
31 and 40 mm from the nozzle (Figure 4). If the sampling tube is shifted 
toward the nozzle, a new reaction ring forms, first between 19 and 23 mm, and 

A \\ 

\ 
\ < 1 ( 

A CH3P 
X C H F 3 

ο CF^ 

0 Tempi? rvréure 

/ \ 1 
Λ \\ : / . ) 

Figure 7. Longitudinal profiles of temperature and concentration max
ima (He, condition I) 
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Figure 8. Longitudinal pro-
files of temperature and con
centration maxima (He, con

dition II) 

6 8 10 12 Η 16 18 20 22 24 26 28 m n 

C H 4 

C H 3 F Λ 

C H 2 F 2 α 

C H F j ν 
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Figure 9. Top: longitudinal concentration profiles (He, 
condition II); bottom: number density profiles (He, con

dition II) 
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then between 6 and 10 mm from the nozzle (Figure 4). All of the temperature 
and concentration profiles were measured by decreasing the distance between 
the sampling tube and the nozzle. Typical transversal temperature and con
centration profiles which were measured under condition I of Table I are 
plotted in Figure 5a-f. The complete temperature distribution is shown in 
Figure 6; the course of the transversal concentration and temperature maxima 
as a function of the distance from the nozzle under the same conditions is 
shown in Figure 7. Figure 8 shows the transversal concentration and tempera
ture maxima as a function of the distance from the nozzle under the second 
condition of Table I. 

Figure 10a. Transversal concentration profiles (He, condition III) 

Figure 10b. Transversal concentration profiles (He, condition III) 
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Figure 9 shows the longitudinal product distribution (top) in mole % and 
the longitudinal product distribution (bottom) in number density (measured 
as zeroth moment of the peaks). 

Since the temperature and concentration profiles in the free jet indicate 
that these profiles are strongly influenced by the structure of the jet, measure
ments were also done by model mixtures at room temperature (Table II) to 
study the fluid dynamic behavior of the three-component gas jet. In Figures 
lOa-d transversal concentration profiles of C H 4 , He, and N 2 (for F 2 ) are plotted 
for condition III of Table II. Figures l l a - d show transversal concentration 
profiles of C H 4 , Ar, and N 2 (for F 2 ) for condition IV of Table II. Figure 12 

* ' ' H ' ' Φ • • • f ' 1 • • g — • Φ • 1 ι 

Figure 10c. Transversal concentration profiles (He, condition 111) 

* ' ' 4» ' '4Γ 1 » • ' ' ' £ ' ' ' ' t> ' ' ίο ' 'ώ' 

Figure 10d. Transversal concentration profiles (He, condition III) 
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Figure 11a. Transversal concentration profiles (Ar, condition IV) 

Figure lib. Transversal concentration profiles (Ar, condition IV) 

gives the course of the half-width of transversal concentration profiles of C H 4 

and the maxima of the transversal concentration profiles of He and N 2 as a 
function of the distance from the nozzle under condition III. 

Figures 13a,b and 14a,b show transversal concentrations profiles measured 
for model mixtures with He and Ar as inert gas in subsonic region (conditions 
V and VI in Table II). Reaction measurements could not be carried out in 
subsonic region, since the nozzle temperature became very high, the sealings 
were burned out, and the nozzle was destroyed within a short time. 
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Figure lie. Transversal concentration profiles (Ar, condition IV) 

Discussion 

Oscillating behavior caused by periodic ignition and extinction of the 
flame was observed. This behavior was especially marked (small detonations 
and extinctions occurred alternately) if N 2 was the inert gas. If there are no 
disturbances in the free jet caused by the sampling tube, a stationary disc
shaped reaction front is formed 31 mm downstream from the nozzle (Figure 
4). The position of this reaction front corresponds to the constriction of the 
free jet caused by shock wave formation (Figure 12). 

Figure lid. Transversal concentration profiles (Ar, condition IV) 
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Figure 5f indicates that at this distance from the nozzle the components 
are nearly perfectly mixed in the jet—i.e., the concentration of the components 
is uniform. The C H 4 is converted in this reaction front nearly completely to 
C F 4 (Figure 4). By reducing the distance of the sampling tube from the nozzle 
to less than 30 mm, the position of the reaction front suddenly changes to a 
distance of 20 mm from the nozzle. Figures 6, 7, and 12 indicate that at the 

+ half widtkioÇ C f^ -
\m η s versai coince ko η 

A concentraich maxima of Λ£ 

Figure 12. Longitudinal profiles of concentration half-widths and concentration 
maxima (He, condition III) 

m ' ' 1 • g 1 ' ' • u • • 1 ' g • ' • • ib 1 'éi' 1 u 1 'g' • h 

Figure 13a. Transversal concentration profiles (He, condition V) 
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1 3 ' • ' • p • 1 m ' ' O ' • ρ 1 1 ' 1 p • 1 • ρ—'g' • Ρ m—• ρ ' 1 1 1 » 

Figure 13b. Transversal concentration profiles (He, condition V) 

2- U 

g 1 • • ' "g 1 • • • Ρ ' ' 1 ' η ' • ' ' Ρ 

Figure 14a. Transversal concentration profiles (Ar, condition VI) 

position of this reaction front (the reaction volume is ring-shaped here) the 
free jet is also constricted because of shock wave formation. Also in this reac
tion front the C H 4 is mainly converted to C F 4 and C H F 3 . By further reducing 
the distance of the sampling tube from the nozzle, the reaction front can be 
shifted to 6 mm from the nozzle. Change of position of the reaction front 
occurs again suddenly. The reaction volume is ring-shaped again, and its posi
tion corresponds to the constriction of the free jet caused by shock wave forma
tion again (Figures 6, 7, and 12). From Figure 4, the abrupt increase of the 
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yield of C F 4 in these reaction fronts can be clearly recognized. At the point 
where the concentration of C F 4 begins to increase, C H 2 F 2 and C 2 F 6 can also 
be detected. 

Obviously the sampling tube acts as an igniter for the chemical reaction 
by the shock wave formation in the free jet for reaction fronts II and III. The 
longitudinal temperature profiles also indicate periodic temperature variations. 
The positions of the temperature increase correspond to the positions of the 
reaction front. 

Transversal temperature profiles are plotted beside the transversal product 
distributions in Figures 5a-f. The axisymmetric free jet consists of a low tem
perature core with high C H 4 concentration and three annular shells with suc
cessive concentration maxima of C H 3 F , C H F 3 , and C F 4 for a mole ratio of He 
to C H 4 of 1:1. The temperature increases with increasing distance from the 
jet axis. At reaction fronts II and III the secondary temperature maximum 
coincides with the concentration maximum of C H F 3 . The primary temperature 
maximum coincides closely with the concentration maximum of C F 4 (Figures 
5a-f and Figure 7). 

It is difficult to explain the existence of the secondary concentration maxi
mum of C F 4 in the core of the jet at reaction fronts II and III. One can sup
pose that this effect is the result of the disturbance caused by the sampling 
tube (secondary reaction at the tube wall?). Possible back circulation of C F 4 

can be discarded because the studies with the model mixtures do not indicate 
any back circulation (Figures lOa-d). 

Reduction of the amount of the He inert gas (condition II) has a significant 
influence on the temperature and product distribution in the jet (Figure 8). 
The amount of C H 3 F and C H 2 F 2 products strongly increases at the expense 
of C H F 3 and C F 4 (e.g., Figure 15) as compared with the products under 
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Figure 15. Transversal concentration profiles (He, condition II) 

condition I. The position of the temperature maxima does not coincide with 
the concentration maximum of C F 4 (Figure 8) as in condition I. This shift of 
the temperature maximum to outer regions of the jet might be caused by the 
decomposition reaction: 

C H 4 + 2 F 2 C + 4 HF 

The temperature maxima under reaction condition II are on the average 
200°C higher than those under condition I. This can also be a consequence of 
the decomposition reaction of C H 4 . 

The influence of the type of inert gas can be seen by comparing Figures 
lOa-d (with helium) and Figures l l a - d (with argon). With the heavier Ar as 
inert gas, C H 4 and F 2 mix much more slowly than with the light He gas. Thus, 
in the presence of Ar, the reaction front is shifted downstream in the jet. 

Conditions in subsonic jets are completely different from those in super
sonic jets. A comparison of Figures lOa-d (supersonic jet with helium) with 
Figures 13a,b, (subsonic jet with helium) and of Figures l la -d (supersonic jet 
with argon) with Figures 14a,b (subsonic jet with argon) indicates that under 
subsonic conditions the backmixing in the reactor is extremely high in contrast 
to supersonic conditions. The reaction components are completely mixed at 
4 mm from the nozzle. This CSTR character can be a disadvantage for con
secutive reactions. The greatest disadvantage of subsonic jet systems is that 
reaction is not limited to a small volume but occurs in the whole volume of the 
reactor. Therefore the high temperature and the corrosive reaction gases 
destroy the reactor, especially the nozzle, within a short time. 

Advantages of the Supersonic Nozzle Reactors 

(1) With supersonic jets the reaction can be limited to a disc- and/or 
ring-shaped reaction volume which is far enough from the nozzle and the 
reactor wall to keep them cold and protect them from corrosion. 

(2) Because of the small and well-defined reaction volume, the reaction 
time of the gas mixture is short and nearly uniform. 
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(3) The reaction products are separated in space if the reaction is induced 
by a solid body. With increasing distance from the jet axis, the concentration 
maxima of C H 3 F , C H 2 F 2 , C H F 3 , and C F 4 dominate. These maxima form 
coaxial rings in the free jet. Using a coaxial multiple skimmer a far reaching 
separation of the products is possible if this skimmer induces the reaction. 

(4) The product distribution can be controlled easily by varying the 
amount of the inert gas. 

(5) The disadvantage of the high price of the optimal inert gas (He) 
could be partly avoided by recirculating and recompressing the helium after 
separating the reaction components. 

Nomenclature 

d nozzle diameter 
Kn 1/d Knudsen number 
I mean free path 
M V/Vo Mach number 
p 0 stagnation pressure in the nozzle 
Px static pressure in the reactor 
Re Vd/v Reynolds number 
r transversal coordinate (distance from the jet axis) 
V t ) sonic velocity 
V gas velocity 
ζ longitudinal coordinate (distance from the nozzle) 
ν kinematic viscosity 
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Ethylbenzene Dehydrogenation Kinetics in a 
Fixed Bed and a Continuous Stirred Gas-Solid 
Reactor 

H. W. G. HEYNEN and H. S. VAN DER BAAN 
Department of Chemical Technology, University of Technology, 
Eindhoven, The Netherlands 

For the dehydrogenation of ethylbenzene to styrene, alumina-
supported uranium dioxide is a very active catalyst with a selec
tivity above 95% at high conversion. The kinetics of this de
hydrogenation reaction can be represented by the following 
equation: 

r = k(c-cScH/keq)/1+KEc+Kscs 

for temperatures from 465° to 495°C. The kinetic constants in 
this equation have been derived from experiments in a reactor 
that could be operated either as a fixed bed plug flow reactor or 
as a continuous stirred gas-solid reactor (CSGSR). When taking 
into account the small deviation from ideality of the latter 
reactor the kinetic constants obtained could describe the results 
in both reactors within the experimental error. 

The most important process for styrene manufacture is the dehydrogenation 
of ethylbenzene, usually carried out at ca. 600°C over metal oxide catalysts 

in a steam atmosphere. During dealkylation experiments of toluene (1, 2) and 
ethylbenzene uranium dioxide was an active and stable dehydrogenation cata
lyst (3), especially when used on an alumina support. Compared with data on 
commercial catalysts (4, 5) we found that the supported uranium dioxide 
catalyst showed a markedly improved selectivity even at high conversion levels. 
This is caused by the high activity of the catalyst which allows reaction tem
peratures as low as 450° C. In view of these attractive properties and because 
only little kinetic data on the catalytic dehydrogenation have been published 
(6, 7, 8), we decided to make a careful kinetic study of this reaction. 

We started our study of the ethylbenzene dehydrogenation reaction over 
supported uranium dioxide in a plug flow fixed bed reactor. Experiments with 
a plug flow reactor however can be inaccurate because mass and heat transport 
effects may go unnoticed. Very high feed flow rates will alleviate these prob
lems, but the resulting low conversion will introduce inaccuracies in the analy
sis. We therefore decided to build a continuous stirred gas-solid reactor (9) 

67 
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68 CHEMICAL REACTION ENGINEERING Π 

Figure 1. Apparatus 

(CSGSR) where high internal flow rates could be combined with high con
version of the outside feed. We were confident that the combined information 
from plug flow and CSGSR experiments, as advocated by Kiperman (10), 
would allow us to determine the kinetic constants more accurately. Moreover, 
search programs for kinetic constants from CSGSR experiments are less com
puter time consuming than those for plug flow experiments. In our CSGSR 
we used forced circulation of the gas phase through a stationary bed because 
this allows easy measurement of the bed temperature and of the pressure drop 
over the bed. The latter information is especially important because from 
these data the flow rate through the bed can be calculated. We can thus 
determine how much the behavior of our CSGSR deviates from that of an 
ideally mixed reactor. For the forced gas circulation we used a centrifugal fan, 
driven by a magnetically coupled variable speed drive according to Brisk (II). 

Experiments with our first CSGSR, reactor A, showed that there were 
discrepancies between the performance of this reactor and that of the plug flow 
reactor which could not be explained by the differences theoretically expected 
for both reactors. These discrepancies were most probably caused by differ
ences in the history of the catalyst in the two reactors. 

To ascertain that the conditions in the plug flow fixed bed and the CSGSR 
were fully comparable we developed a new reactor (reactor B) in which reac
tions under both plug flow and CSGSR conditions could be carried out on the 
same quantity of catalyst and that could be switched over easily from the one 
mode of operation to the other. Catalyst holder A could not be used for plug 
flow experiments because the outside gas feed causes a very low linear gas 
velocity in the bed. Therefore under the applied reaction conditions almost 
complete backmixing will occur (Da/uL — 1). 

Experimental 

Preparation and Properties of the Catalyst. Uranyl acetate (20 grams 
( C H 3 C O O ) 2 U 0 2 * 2 H 2 0 , Merck, analytical grade) is dissolved in warm water. 
An excess of concentrated ammonia solution is added, and the yellow precipitate 
U 0 3 · x N H 3 · t/H 20 is filtered off and washed with water. Aluminum nitrate, 
409 grams (A1(N0 3 ) 3 · 9 H 2 0 , Merck analytical grade) is dissolved in water 
and poured into 300-ml concentrated ammonia solution. The precipitate is fil-
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6. H E Y N E N AND V A N DER BAAN Ethylbenzene Dehydrogenation Kinetics 69 

tered off and washed with water. The two precipitates are transferred to a flask, 
mixed with 1 liter of water and kept at 95° -100°C under vigorous stirring. After 
20 hrs of stirring the solid is filtered off, washed with water and dried for 24 hrs 
at 135°C. Finally the product is calcined at 600°C in air for 24 hours, and the 
resulting catalyst is broken and sieved. The specific B E T surface area, using 
nitrogen adsorption, was 144 m2/gram, and the average pore diameter was 
46A. Freshly prepared catalyst is reduced to UO2.0/AI2O3, the active dehy
drogenation catalyst, by ethylbenzene under reaction conditions. 

Apparatus. Figure 1 shows a diagram of the apparatus. A constant flow 
of carrier gas (nitrogen or carbon dioxide) passes through a heated vaporizer 
V, filled with ethylbenzene or a mixture of ethylbenzene and styrene. The 
gases are carefully freed from oxygen by BASF R3-11 catalyst. The carrier 
gas-hydrocarbon mixture passes either via preheater PH through reactor R to 
sample valve Sj (12) or flows directly via bypass Β to that sampling valve. 
The reactor feed or the reaction products are introduced in an analysis system 
consisting of two gas chromatographs, G L C X and G L C 2 separated by cold 
traps. On G L C X benzene, toluene, ethylbenzene, and styrene can be deter
mined; on G L C 2 , hydrogen is measured. Figure 2 shows the stainless steel 
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70 CHEMICAL REACTION ENGINEERING II 

CSGSR including the stirrer drive unit. In reactor A, which was used in the 
preliminary experiments, the annular catalyst holder A (Figure 3, left) was 
used while the final kinetic measurements were carried out in reactor Β with 
catalyst holder Β (Figure 3, right). 

20 

Figure 3. Catalyst holder A (left); catalyst holder Β 
(right) 

ΔΡ 

5000 10000 
— · - stirrer speed rpm 

Figure 4. Internal recirculation number and pressure drop 
over the catalyst bed vs. stirrer speed at 500°C. Catalyst 
holder Β filled with 8.0 grams catalyst (0.6-1 mm); cross 
sectional area catalyst holder, 3.1 cm*; carrier gas, carbon 

dioxide, 4.8 liters/hr NTP. 

Results and Discussion 
Reactor Characteristics. The degree of mixing in stirred gas solid reactors 

is usually assessed by tracer techniques. From step response measurements 
we concluded that reactor A can be operated as a perfect mixer under our 
experimental conditions. However, mixing in the catalyst bed of reactor Β could 
not be judged accurately by the step response method because in this case the 
volume of the catalyst bed (8.5 cm3) is much smaller than the total free 
volume of the reactor (300 cm 3). 
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6. HEYNEN AND VAN DER BAAN Ethylbenzene Dehydrogenation Kinetics 71 

Another way to check the mixing behavior is to measure the pressure 
drop over the catalyst bed and to calculate the gas flow through the bed by 
the Ergun relation. With this relation first the actual porosity of the catalyst 
bed was calculated from measurements of the pressure drop as a function of 
the feed rate through the fixed bed (central plug closed). The number of 
internal recirculations η is defined as: 

^ _ gas flow through the bed _ ^ 
reactor gas feed (1) 

In Figure 4, for reactor Β, η and the pressure drop over the catalyst bed 
(= discharge pressure of the fan) are given as a function of the stirrer speed. 

The kinetic experiments were carried out in reactor B, which behaved as 
a good plug flow reactor at the reactor feed rates used during fixed bed experi
ments (Da/uL = 0.03-0.008). By using a heavier gas (carbon dioxide instead 

I 

Ι 
Ο. 

50. 

40 

5000 10000 rpm — -

1 2 3 10 15 18 

Figure 5. Styrene productivity vs. stirrer speed. 
Reaction conditions: reactor Β filled with 8.0 
grams catalyst; reaction temperature 480°C; car
rier gas, 5.0 liters/hr NTP carbon dioxide; ethyl
benzene feed gas concentration, c0 = 0.159 

mmolej liter. 

of nitrogen), enough recirculations were provided at high feed rates to approach 
an ideally mixed reactor. Conversion experiments with varying stirrer speed 
confirmed this. Figure 5 shows that styrene production as a function of the 
stirrer speed passes through a maximum and tends to remain constant above 
6000 rpm for a reactor gas feed of 5 liter/hr NTP. For the highest feed rate, 
8000 rpm is required to approach this condition. At very low η the styrene 
production is low because bypassing through the central hole occurs while at 
intermediate η the reactor behaves as a plug flow reactor with a low number of 
recirculations. 

Reaction Kinetics. Calculations according to Hougen (23) and Satterfield 
and Sherwood (14) have established that under the experimental conditions 
no limitations are to be expected by bulk gas phase or pore diffusion. This 
was also proved by the results of experiments which showed that a fourfold 
increase of the average catalyst diameter did not affect the conversion (see 
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72 CHEMICAL REACTION ENGINEERING II 

500 1000 W/F 
gcat.sec/l 

Figure 6. Ethylbenzene conversion vs. W/F at var
ious catalyst diameters dp: 

• 0.6 < d P < 1.0 mm 
Ο 0.3 < d P < 0.42 mm 
φ 0.15 < dp < 0.30 mm 

Reaction conditions: fixed bed reactor filled with 2.0 
grams catalyst; carrier gas, nitrogen; ethylbenzene 

vapor pressure in feed gas, 7.3 mm Hg. 

1000 2000 W/F 
gcat. sec/I 

Figure 7. Ethylbenzene conversion vs. W/F for var
ious amounts of catalyst: 

• 4.0 grams catalyst 
φ 2.0 grams catalyst 
Ο 2.0 grams catalyst diluted with silicon carbide 

Reaction conditions: fixed bed reactor; carrier gas, 
nitrogen; ethylbenzene pressure in feed gas, 7.3 mm 

Hg. 

Figure 6). Figure 7 shows that the conversion of ethylbenzene only depends 
on the time of contact with the catalyst—i.e., equal W/F values give the same 
conversions when the amount of catalyst is varied. From these data follows that 
at constant W/F a variation of the amount of catalyst or dilution of the catalyst 
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6. HEYNEN AND VAN DER BAAN Ethylbenzene Dehydrogenation Kinetics 73 

with silicon carbide has no effect on the conversion. Moreover, the conversion 
of ethylbenzene in the empty reactor and in the reactor filled with silicon 
carbide (which was in some experiments used to dilute the catalyst) was shown 
to be negligible under our experimental conditions. A 160-hr experiment under 
conditions similar to the conditions of the kinetic experiments showed that no 
decrease in catalyst activity occurs. Therefore, either the chemical reaction 
at the catalyst surface or adsorption of ethylbenzene or desorption of products 
is rate controlling. We visualize that in the reaction step an adsorbed ethyl
benzene molecule loses hydrogen, leaving an adsorbed styrene molecule on 
the surface, which will desorb subsequently. As far as the hydrogen is con
cerned two pathways are open: 

(a) The hydrogen is liberated as such to the gas phase 
(b) The hydrogen is first adsorbed at an adjacent site and subsequently 

released to the gas phase. 
If the chemical reaction is rate determining, the two pathways lead to the 
following rate equations: 

_ dc _ k(c — CsCn/keq) 
dW/F ~ 1 + ΣΚια 

dc k(c — CgCu/fceq) 
dW/F " (1 + ZKid)* 

Rate expressions similar to Equation 2 were also proposed by Balandin (15) 
and Carra (16). 

Because of the high reaction temperatures the adsorption constants of 
hydrogen and carrier gas should be considerably lower than the corresponding 
constants for hydrocarbons and are therefore omitted in the rate equations. 
At an early stage of this study we found from differential measurements that 
of the two, only Equation 2 could describe the data. 

(2) 

(3) 
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74 CHEMICAL REACTION ENGINEERING II 

When for differential experiments 1/r is plotted vs. l/c0, straight lines 
are obtained if Equation 2 is valid; if Equation 3 is valid, a linear relation exists 
between (c G /r) 1 / 2 and c0. We carried out differential experiments in a plug 
flow reactor with a small amount of catalyst. The results, plotted in Figure 8, 
show that Equation 2 can describe the data. These experiments, however, were 
done with catalyst from a batch that has not been used in further studies. 
Therefore the kinetic constants that can be obtained from Figure 8 have not 
been taken into account in this study although they are comparable with those 
obtained later on. 

Since no appreciable amounts of byproducts were found (selectivities for 
styrene varied from 95-99% ), Equation 2 can be changed into: 

ι des __ k(c0 — cs — cscn/keo) /2a\ 
dW/F 1 + Kv(c0 - cs) + K8c* K ' 

The equilibrium constant keq was calculated from data given by Boundy (17). 
For experiments with nitrogen as a carrier gas the amounts of styrene and 

hydrogen detected in the ethylbenzene dehydrogenation products are equal. 
However, as explained before, carbon dioxide was used as carrier gas in the 
latter experiments, and thus the amounts of styrene and hydrogen are no longer 
equal since hydrogen reacts with carbon dioxide. This means that to integrate 
Equation 2a an additional expression for c H is required. We found that for both 
the fixed bed and the recirculation reactor at each reaction temperature the 
cn/co r a t i ° could be described by an empirical relation of the form: 

Table I. Reaction Conditions for Kinetic Experiments in 
Fixed Bed and in CSGSR β 

Vapor Pressure in Feed Gas, mm Hg 

I CCI* KJILO L VULV, 

Reaction Temperature, °C Ethylbenzene Styrene liters/hr NTP 
3.0 0 5 

465 7.5 0 7.5 
480 8.55 6.1 10 
495 14.0 0 20 

30.3 0 
* Feed gas: carbon dioxide, purity 99.995%; catalyst: 8.00 grams, 20 wt % U O 2 on AI2O3 

0.6—1 mm; stirrer speeds during CSGSR experiments: from 8.000 rpm at feed gas flow 5 liters/ 
hr N T P until 10.000 rpm at feed 20 liters/hr NTP. 

Temp., °C 

Fixed Bed 

CSGSR 

480 
480 
480 
480 

480 
480 
480 
480 

Feed Gas, 
liters/hr NTP 

20.0 
10.1 
7.9 
4.6 

20.0 
10.1 
7.9 
4.6 

W/F 
grams cat sec 

liters 

560 
1102 
1410 
2424 

565 
1114 
1413 
2418 

Table II. Results of a 

mmoles/liter 

.297 

.297 

.297 

.297 

.297 

.297 

.297 

.297 
» Vapor pressure of ethylbenzene: 14.04 mm Hg; of styrene: 0 mm Hg. 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

00
6

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



6. H E Y N E N A N D V A N DER BAAN Ethylbenzene Dehydrogenation Kinetics 75 

CH/CO = AW/F + B{W/FY 

with a standard deviation below 0.01. We did not go into this matter further 
since the empirical equation was sufficiently accurate for our purpose—i.e., the 
study of the kinetics of the dehydrogenation reaction. 

For the fixed bed the concentration c s at the outlet was calculated numeri
cally by the Runge-Kutta method as a function of W/F, c0, k, K E , and K s 

and the appropriate values for A and Β by Equation 2b: 

des _ k{c0 --_cs - csco (AW/F + B(W/F)*)/keq j ( 2 b 

dW/F 1 + X E ( c 0 - cs) + K ses 

Values of k, KE, and K s for different reaction temperatures were deter
mined by a numerical search procedure, minimizing the function: 

/(*, KE, KB) - Σ jC 8 m > ;
c" C8>7[2 (4) 

For the CSGSR a mass balance yields: 

rW = Fc8 

W = c 8 [ l + KE(CO - cs) + K8cs] 
F k(cQ — c s — c8cn/keq) 

β c s i l + Κ φ 0 - Cs) + # s c s l 
k[Co - cs - csco (AW/F + B(W/F)2/keq] 

(5) 

From Equation 5 the concentration c s could be solved as a function of W/F, c0, 
k, ΚΈ, and K g , and the values of k, KE, and K s could be obtained again as 
described above. This approach is based on the assumption that both reactors 
are ideal. It is shown below that at least for the CSGSR this assumption is not 
completely valid. Therefore we have calculated the rate and adsorption con
stants with the data from the fixed bed experiments. 

The experiments in both reactors were done at five different initial con
centrations of ethylbenzene, each at three temperature levels and four flow 
rates as shown in Table I. Results of a characteristic experiment are detailed 
in Table II. The kinetic constants were computed from the data thus obtained. 
The experimental conversion data and those calculated with the computed 

Characteristic Experiment0 

Productivities, % 
Selectivity for 

Benzene Toluene Styrene #2 Styrene, 

0 0.5 18.3 6.8 97.4 
0.1 0.6 29.1 11.8 98.0 
0.2 0.8 35.7 13.4 97.4 
0.6 0.9 51.9 17.6 97.2 

0 0.6 15.5 6.0 96.6 
0.3 0.7 26.7 10.3 96.5 
0.3 0.8 30.9 11.5 96.5 
0.6 1.1 42.5 16.0 96.6 
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76 CHEMICAL REACTION ENGINEERING Π 

Table III. Calculated Constants from Fixed Bed Experiments 

Temperature, k, X 10~* K E , K 8 , h q
a 

°C liters/(grams cat sec) liters /mmole liters/mmole mmoles/liter 
465 3.88 1.8 2.7 .162 
480 5.29 1.7 2.4 .237 
495 6.99 1.9 2.1 .343 

β fceq from data given by Boundy (17). 

m mol /1 
0 

60 

AO 

20 

0.156 0 

0291 0 

0.178 0.127 

0.628 0 

Figure 9. Fixed bed experiments at 
495°C. Styrene productivity vs. W/F. 

1000 2000 w/F Continuous lines calculated with con-
gcat.sec/Γ stants from Table III. 

constants were in good agreement. It appeared, however, that the styrene 
adsorption constant Ks could vary by a factor of 2 to 5, without influencing 
the sum of squares of Equation 4 very much. 

To narrow the value for Ks we did experiments with a feed containing 
8.55 mm ethylbenzene and 6.1 mm styrene at the same temperature levels and 
flow rates as chosen for the other experiments in the plug flow reactor. This 
resulted in the values for k, KE, and K s given in Table III. With these values 
both the fixed bed experiments with and without styrene in the feed gas and 
the CSGSR data could be described well, as is illustrated in Figures 9 and 10 
for the experiments at 495°C. Figure 10 shows that the measured styrene 
productivities for the CSGSR are a little higher than those predicted from the 
fixed bed experiments. One reason for these deviations is that the selectivity for 
styrene in the CSGSR is about 1% lower than for the plug flow reactor (see 
Table II). Another reason is that at least the CSGSR is not ideal. This tends 
to bring the conversion curves for the plug flow reactor and the CSGSR closer. 
For the CSGSR the deviation from ideality can be calculated, visualizing the 
reactor as a recirculated plug flow reactor and obtaining the number of recircu
lations from the pressure drop over the bed and the feed flow rate. The data of 
this calculation are shown in Table IV, and the corrected conversion levels are 
represented in Figure 10 by dotted lines. From Figure 10 it follows that the 
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Table IV. Comparison of Styrene Productivities in an Ideal Plug Flow 
Reactor, an Ideal Mixer, and a Recirculated Plug Flow Reactor at 495 e C e 

Styrene productivities, % 
w /r 

c 0 mmoles/liter 
W/F 

grams cat Ideal Plug Plug Flow 
sec/liter Ideal Mixer Flow with η sec/liter 

Recirculations 

.062 5 600 27.1 31.1 27.7 

.062 9 1200 42.3 52.2 43.2 

.062 11 1800 52.0 66.5 53.2 

.062 17 2400 58.8 76.1 59.8 

.156 5 600 24.1 27.4 24.6 

.156 9 1200 38.2 46.7 39.0 

.156 11 1800 47.4 60.1 48.4 

.156 17 2400 53.9 69.5 54.8 

.291 5 600 20.8 23.3 21.2 

.291 9 1200 33.5 40.4 34.2 

.291 11 1800 42.0 52.8 42.9 

.291 17 2400 48.2 61.8 49.0 

.628 5 600 15.5 17.0 15.8 

.628 9 1200 25.8 30.5 26.3 

.628 11 1800 32.8 40.5 33.4 

.628 17 2400 38.2 48.3 38.8 
β = β.99 X 10-<(CQ - cs - r8CH/0.343) 

Γ 1 + 1.9(Co - cs) + 2.1 cs 
X 10-eW7F2); for mixer: C H = 0.01co(1.33 X 

for fixed bed: C H = 

10-2W/F - 2 Λ 
0.01Co(1.58 X 10-*W/F 

S X lO-MF/F*). 

3.63 

1000 2000 W/F 
gcat sec/l 

Figure 10. CSGSR experiments at 495°C. 
Styrene productivity vs. W/F. Contin
uous lines calcuhted with constants from 
Table III. Dotted lines from results of 

Table IV. 

results in the CSGSR can be described within experimental error by using 
constants derived from the fixed bed experiments when the non-ideality of the 
CSGSR is taken into account. 

Although Figure 5 implies that at 8000 rpm the reactor approaches ideality, 
calculations show that at 8000 rpm and higher there is still a noticeable devia
tion from ideal behavior. This means that tests to prove ideal behavior from 
conversion data as function of the stirrer speed require high accuracy. 
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For the rate constant k an activation energy of 22 kcal/mole is calculated. 
The tentative results of a statistical analysis (18) show that the confidence 
intervals of K E and K s are such that the temperature dependence of these 
parameters could not be determined from the data. 

A final remark should be made on the validity of Equation 2b. We have 
assumed in our calculation that the ethylbenzene concentration is equal to 
c0 — c s . For our experiments the selectivity was 97% with a standard deviation 
of 1%. Therefore the actual concentration of ethylbenzene should be (c 0 — 
1.03cs). This means that the k values of Table III should be increased by 
1-2%. 
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Nomenclature 

c concentration of ethylbenzene under reaction conditions, mmole/liter 
c s , c H concentrations of styrene and hydrogen, mmoles/liter 
co>cso concentrations of ethylbenzene and styrene under average reaction 

conditions before entering the catalyst bed, mmoles/liter 
c g m measured styrene concentration, mmoles/liter 
c t concentration of component i in the reactor, mmoles/liter 
D a axial dispersion coefficient, m2/sec 
F total gas feed to the reactor under reaction conditions, liters/sec 
k reaction rate constant, liters/ ( gram cat sec) 
ke(l equilibrium constant of the dehydrogenation reaction, mmoles/liter 
K t adsorption constant of component i, liters/mmole 
K E , K s adsorption constant of ethylbenzene and styrene, liters/mmole 
; index number of experimental data at one reaction temperature 
L lengths of the catalyst bed, m 
r reaction rate, mmoles/ (gram cat sec) 
u linear gas velocity in the catalyst bed under reaction conditions, m/sec 
W catalyst weight, grams 
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Reaction Kinetics of the Disproportionation 
of Propylene over a Tungsten Oxide-Silica 
Catalyst 

UMESH R. HATTIKUDUR and GEORGE THODOS 

Northwestern University, Department of Chemical Engineering, 
Evanston, Ill. 60201 

The propylene disproportionation reaction was studied to estab
lish the kinetic mechanism. Initial rate data obtained over a 
differential bed indicate that a dual-site mechanism is followed 
involving the reaction of two adjacently adsorbed propylene 
molecules. The actual rate-controlling step involves a Langmuir-
Hinshelwood type mechanism. Reaction rate data were extended 
to high pressures and a range of temperatures. These relation
ships predict space time, W/F, for the integral bed data with 
an average deviation of 8.8% for 56 data points. 

The catalytic disproportionation of olefins was first reported by Banks and 
Bailey (I) of the Phillips Petroleum Co. in 1964. In the case of propylene, 

the reaction may be expressed as: 

2C3H6 C2H4 -f- C4H8 
This reaction has since been used industrially in the Phillips triolefin 

process to manufacture polymerization grade ethylene and high purity butènes. 
Another application of propylene disproportionation has been to increase octane 
rating during alkylation. Disproportionation to ethylene and butènes before 
alleviation is reported to improve octane ratings from 102.7 R O N to 110.1 
Research as opposed to direct alkylation of propylene (2). 

The disproportionation of propylene was first encountered by Schneider 
and Frolich (3) in 1931 during the non-catalytic pyrolysis of propylene at 
1386°F and 0.2 atm when 48% of the reacting propylene disproportionated. 
Following the work of Banks and Bailey (I ), a number of investigators reported 
the effective use of alternative catalysts, particularly in the liquid phase using 
homogeneous catalysts. Such catalysts include tungsten hexachloride and 
n-butyllithium reported by Wang and Menapace (4), a combination of tungsten 
hexachloride, ethanol, and ethylaluminum dichloride reported by Calderon and 
coworkers (5), and an alkylaluminum halide-treated nitrosyl complex reported 
by Zuech (6). 

Heckelsberg et al. (7,8) did an extensive study on catalysts for the dis
proportionation reaction. Active catalysts reported include hexacarbonyls, ox-

80 
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7. HATTiKUDUR A N D THODOS Propylene Disproportionation 81 

ides, and sulfides of molybdenum and tungsten, and oxides of rhenium, niobium, 
tantalum, and tellurium, supported on oxides of silicon, aluminum, thorium, 
and zirconium, or phosphates of aluminum, zirconium, titanium, magnesium, 
and calcium. The highest activity is reported to be with tungsten and molyb
denum oxides on silica, alumina, or aluminum phosphate. Bailey (2) reviewed 
the various catalyst schemes and has included a table of catalysts and pro
moters found to be effective in the disproportionation reaction. Recently, 
Kobylinski and Swift (9) reported improved selective disproportionation with 
the use of thallium-treated molybdena-alumina catalysts. 

Heckelsberg et al. (7) reported that tungsten oxide on silica was an 
excellent disproportionating catalyst with desirable properties. A major advan
tage in commercial application is the high temperature range of operation, 
thereby increasing resistance to poisons and reducing the time-consuming heat
ing and cooling cycles during regeneration. Furthermore, selectivity is high, 
and carbon formation is limited. Water, air, acetone, carbon monoxide, hy
drogen, and methanol are temporary poisons and decrease activity. However, 
when pure feed is introduced, the original activity is re-established. 

Mechanism and Kinetics of Reaction 

In 1967, Bradshaw et al. (10) proposed that the reaction proceeds through 
a "quasi-cyclobutane" intermediate as follows: 

H H 

C H 3 — C = C H 2 -> C H 3 — C — C H 2 -» C H 3 — C H C H 2 

I I II + II 
C H 3 — C = s C H 2 <— C H 3 — C — C H 2 <— C H 3 — C H C H 2 I I 

H H 
propylene quasi-cyclobutane 2-butene ethylene 

Later studies by Calderon et al. (5), Zuech (6), Mol et al. (11), Crain 
(12), Adams and Brandenberger (13), Woody et al. (14), and Banks and 
Bailey (15) appear to support the four-center quasi-cyclobutane intermediate 
formation. 

The kinetic aspect of this reaction has been studied for a tungsten oxide-
silica catalyst by Begley and Wilson (16) and by Luckner et al. (17), for a 
cobalt molybdate-alumina catalyst by Moffat and Clark (18) and by Lewis 
and Wills (19), and over a molybdenum hexacarbonyl-alumina catalyst by 
Davie et al. (20). The transient kinetic aspect involved in the break-in induc
tion phenomena over a tungsten oxide-silica catalyst has been studied by 
Luckner and Wills (21 ). 

Begley and Wilson (16) conducted a kinetic study in an integral bed 
reactor for pressures up to 62.25 atm and temperatures from 600° to 850°F . 
They concluded that their data were best represented by a Rideal type model 
involving a second-order interaction between adsorbed molecules and gas phase 
molecules. However, Moffat et al. (22) report experimental evidence that for 
the conditions involved, intraphase mass transfer is the controlling step, thereby 
casting doubt on the validity of the Rideal mechanism proposed by Begley and 
Wilson (16). 

Lewis and Wills (19) used a differential bed reactor to obtain initial rates 
over a cobalt molybdate-alumina catalyst for pressures up to 9 atm and tern-
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82 CHEMICAL REACTION ENGINEERING II 

peratures from 250° to 400°F . Their data were best described by the Langmuir-
Hinshelwood model. Moffat and Clark (18) also did experiments over a cobalt 
molybdate-alumina catalyst at 250° to 3 5 0 ° F and up to 5.5 atm to establish 
the validity of the Langmuir-Hinshelwood mechanism. Using this information 
as a basis, they could explain the rate temperature maximum observed around 
4 0 0 ° F . 

Davie et al. (20) investigated this reaction over a molybdenum hexacar-
bonyl-alumina catalyst in a static reactor for temperatures up to 171° F and 
pressures in the range 0.5 to 20 KNm" 2 (0.005 to 0.197 atm) and concluded 
that the controlling rate involved reaction between two adjacently adsorbed 
propylene molecules. 

Luckner et al. (17) studied the disproportionation reaction over a tungsten 
oxide-silica catalyst in a differential bed reactor for temperatures of 750° to 
8 5 0 ° F over pressures up to 9 atm. After mass transfer effects were eliminated 
by high flow rates and small particle sizes, their data were consistent with the 
Langmuir-Hinshelwood mechanism. Luckner and Wills (21) continued this 
work and studied the catalyst break-in phenomenon involved in the induction 
period. These data were correlated with both temperature and pressure and 
a first-order propylene partial pressure dependency. 

The kinetic study of this reaction so far indicates that the actual rate-
controlling step involves a Langmuir-Hinshelwood type mechanism consisting 
of reaction between two adjacently adsorbed molecules of propylene on the 
catalyst surface. The data of Begley and Wilson (16) do not seem to repre
sent the actual reaction rate step and probably suffer from intraphase mass 
transfer controlling the overall reaction (22). Thus the Rideal mechanism does 
not seem to be valid, and the Langmuir-Hinshelwood mechanism appears to 
be followed for all the catalysts studied, such as cobalt molybdate-alumina, 
molybdenum hexacarbonyl-alumina, and tungsten oxide-silica. 

This study was done to determine the contribution of the presence of 
reaction products along with the reactant, as observed during significant levels 
of conversion in an integral bed. Reaction rate data from both differential and 
integral bed studies were extended to high pressures and a wide range of 
temperatures to approach commercially used conditions. 

Experimental Equipment and Procedure 

The catalyst bed was accommodated in a cartridge of %-inch id, 0.990-
inch od, and about 3 inches in length, perforated at both ends. A 1-inch, 
schedule-80 (id = 0.957 inch) 316-stainless steel pipe, 45 inches in length 
was bored up to the middle with a 1-inch bore to form a ledge upon which 
the reactor cartridge rested. High pressure flanges with Teflon gaskets sealed 
the top and bottom of the pipe. Thermowells extended from both flange ends 
to the reactor cartridge and also to the middle of the sections before and after 
the reactor. To minimize the free space in the preheater and postheater sec
tions, 13/16-inch stainless steel cylinders were fitted onto the Vs-inch thermo
wells to form an annular space between these inserts and the pipe wall. The 
high heat capacity of these essentially solid inserts facilitated the maintenance 
of uniform temperatures. To establish a uniform flow pattern at the reactor, 
stainless steel screens were placed between the end of each insert and the 
perforated ends of the reactor cartridge. Within the reactor cartridge the 
catalyst bed was held between fine stainless steel screens and the dead space 
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above the catalyst bed was minimized with Vs-inch stainless steel balls. Inde
pendent, manually controlled heaters were used for the preheater and post-
heater sections while the reactor section temperature was maintained with a 
heater controlled automatically by a Leeds and Northrup Electromax controller. 
Two Grove back-pressure regulators for the high and low pressure range, 
respectively, allowed pressure control within the reactor. Pressure was measured 
at the upstream and downstream ends by two precision gauges calibrated 
with an Aminco dead weight tester. Temperatures were measured with a Leeds 
and Northrup compensated galvanometer that had been calibrated at con
venient reference points. To confirm the validity of the reaction rates observed 
and to ascertain that there was no fluid bypassing the catalyst bed, a few runs 
were repeated in an auxiliary reactor. This reactor consisted of a 6-inch long, 
%-inch stainless steel tube fitted at both ends with Swagelok unions and fine 
screen inserts. Stainless steel was used throughout in the construction. A 
^4-inch tube connected to the union at the top of the reactor served as the 
preheater and as the feed inlet. The bottom union was also connected to a 
*4-inch tube which ended in a Swagelok tee. The side arm of this tee was 
used as the reactor outlet while the straight arm was fitted with a Vs-inch 
Swagelok bored through to permit the fitting of a Vs-inch thermowell that 
extended up to the catalyst bed. This assembly was suspended inside the open 
flanged pipe which normally accommodated the reactor cartridge. While runs 
made in this reactor were consistent with values obtained using the reactor 
cartridge, maintenance of temperature was more difficult, especially at the 
higher temperatures and high flow rates, probably because of the lower heat 
capacity of this system. 

Most runs were conducted with a commercial catalyst, SMR7-4520 sup
plied by W. R. Grace and Co., similar to the catalyst described by Luckner 
et al. (17). The catalyst was reported to have a surface area of 223 m2/gram 
and contained 10 wt % of tungsten oxide deposited on silica. The catalyst, 
obtained in the form of Vs-inch extrusions was crushed and screened prior to 
use. Average particle size for the runs was 30-40 mesh. In addition, a catalyst 
was also prepared according to the method outlined by Heckelsberg et al. (8) 
which involved the deposition of 10.08% tungsten oxide on Davison No. 59 
grade silica gel through an aqueous solution of ammonium metatungstate. The 
silica gel supplied by W. R. Grace and Co. was reported to have a surface 
area of 340 m2/gram. Results with this catalyst were consistent with those 
observed with the commercial catalyst. 

Polymerization grade propylene (99% minimum purity) obtained from 
the Phillips Petroleum Co., was removed from the cylinder in the liquid state 
by an eductor tube, cooled in a solid C 0 2 bath, and fed by a Lapp Pulsa-
feeder Microflow metering pump through a train consisting of De-Oxo catalyst, 
Drierite drying agent, and 5A Molecular Sieves into the reactor. Flow rates 
were measured at essentially atmospheric pressure at the downstream end, 
following the back-pressure regulators, by means of a Precision Wet Test 
Meter. While flow rates were normally measured using the reactor effluent, 
occasional checks were made by bypassing the reactor and thereby directly 
measuring feed rates. At all times, these rates agreed with each other. 

Compositions were measured using a Perkin-Elmer model F l l flame 
ionization chromatograph in conjunction with a Leeds and Northrup Speedomax 
G recorder fitted with a disk integrator. The instrument was calibrated with 
standard mixtures of ethylene, propylene, and cis- and frans-butenes. Effluent 
samples were periodically introduced into the chromatograph by a sampling 
valve connected in line with the system. 

Catalyst regeneration was effected by passing air, dried with Drierite and 
made carbon dioxide free with Ascarite, through the catalyst bed at 1100° F 
for 5 hr. During a few runs, the exhaust gases were checked for carbon 
dioxide and moisture content to estimate carbon deposition in the previous 
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84 CHEMICAL REACTION ENGINEERING II 

run. However, values obtained for carbon deposition during the normal 8-hr 
period of a run were insignificant, so this procedure was later discontinued. 
The system was then flushed with dry, zero grade nitrogen for 1 hr at 1100°F. 
The temperature was then decreased to the reaction temperature while nitrogen 
continued to flow. Propylene was then introduced to initiate a run. Preliminary 
runs indicated that an induction period did not last beyond 8 hrs, and hence 
the flow of propylene was maintained for at least 10 hrs prior to an actual 
run. This steady-state period appeared to last about 12 hrs after which cata
lyst activity began to decline slowly. Check runs taken before and after each 
set of data ensured that the activity level was constant. A run consisted of 
setting the temperature, pressure, and flow rate desired and then analyzing 
effluent samples periodically until steady-state conditions were confirmed. Data 
were then obtained for the run. 

Elimination of External and Pore Diffusion Effects 

External or interphase diffusion results from the resistance of the surface 
film; pore diffusion relates to the diffusion of the reactants into the pores of 
the catalyst and diffusion of the products out of the catalyst pores to the sur
face. External diffusion can be minimized by increasing the flow rates; pore 
diffusion can be reduced by decreasing particle size of the catalyst. Experi
ments were conducted using 50-60 mesh catalyst of two different weights, 
0.10 and 0.20 gram, and variable flow rates. Figure 1 presents the conversion, 
x, for these two catalyst weights vs. space time. For a given space time, the 
upper curve represents a flow rate twice that associated with the lower curve. 
The results indicate that for a catalyst weight of 0.10 gram, when W/F is main
tained below 0.062, external diffusion becomes negligible. This corresponds 
to a flow rate of 1.61 gram-moles/hr. Thus, by maintaining a flow rate higher 
than this value, Reynolds numbers are sufficiently high that external diffusion 
becomes negligible. All runs were conducted at flow rates higher than 2.4 
gram-moles/hr. 

W g cat hr 
F " g-moles 

Figure 1. Conversion vs. W/F for two different catalyst charges 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

00
7

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 
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To eliminate the effects of pore diffusion, runs were done with five dif
ferent sizes of particles, ranging from 16 to 50 mesh. The resulting reaction 
rate plotted vs. particle diameter (Figure 2) indicates that pore diffusion is 
negligible for particle sizes below —20 + 30 mesh (718 /mi). Therefore, runs 
for the kinetic studies were conducted using —30 + 40 mesh particles. With 
the establishment of these conditions, it can be assumed that the observed 
reaction rate relates directly to reaction kinetics. 

catalyst weight = 0.30 grams temperature = 7 5 0 ° F 
^ pressure = 18 psig 

mesh d o w g , microns ^ • X s \ 
-40+50 ~ 359 \ _ 
-30+40 508 * \ 
-20+30 718 
-18 + 20 921 
-16+18 1095 

j I ι I ι I ι I ι I ι I i_ 
200 400 600 800 1000 1200 

Average Catalyst Particle Diameter, microns 

Figure 2. Experimental runs for pore diffusion effects 

Table I. Anomalous Rates Observed with 0.01 Gram Catalyst 

Rate, gram-moles/ 
Flow rate, gram-cat. hr 

Temp., Pressure, gram-
°F psig moles/hr Conversion Observed Expected Diluent 

750 23 2.56 0.0181 4.64 2.76 quartz 
750 20 3.03 0.0151 4.58 2.56 quartz 
750 20 3.86 0.0118 4.56 2.57 stainless steel 
750 141 3.67 0.0323 11.86 6.37 quartz 
750 141 3.86 0.0310 11.97 6.36 stainless steel 
800 141 3.67 0.0437 16.04 8.92 quartz 
800 140 3.86 0.0420 16.38 8.91 stainless steel 

Initial Rate Studies 

A differential bed of catalyst was used to obtain initial rates for the dis
proportionation reaction. Catalyst weights used were 0.030, 0.100, and 0.300 
gram. To eliminate channeling, the catalyst was mixed in all cases with 
crushed, screened quartz to a total bed weight of 0.600 gram. The noncatalytic 
nature of the quartz was confirmed experimentally in three ways. First, quartz 
by itself was noted to have no catalytic effect. Second, a catalyst charge of 
0.300 gram alone produced similar results to catalyst diluted with quartz. 
Third, 0.010 gram of catalyst when diluted with quartz on one hand and with 
stainless steel filings on the other produced similar results. 

An interesting anomaly was encountered at the extremely low catalyst 
weight of 0.010 gram. The reaction rates observed for this amount of catalyst 
were 70-90% higher than expected (see Table I). 

Experiments were conducted at five temperatures ranging from 650° to 
850° F and for pressures up to 1000 psi. At a set pressure and temperature, 
when steady state was achieved, three to four independent runs were conducted 
to minimize errors associated with chromatographic analyses and possible ex
perimental fluctuations. The results, averaged over these runs, are reported 

1.2 
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86 CHEMICAL REACTION ENGINEERING II 

Table II. Initial Rate Data for the Disproportionation of Propylene" 

χ Flow rate, rQf Initial rate 
Pressure, Catalyst, Con- gram- (?>s)avg, 

psig gram version moles/hr atm Exptl Calcd % Dev. 

650°F 
18 0.3000 0.039 4.47 2.17 0.583 0.623 6.86 
49 0.3000 0.060 5.97 4.19 1.190 1.411 18.57 
94 0.3000 0.108 6.41 6.98 2.296 2.293 0.13 
94 0.1000 0.069 3.64 7.13 2.507 2.332 6.98 

129 0.0300 0.018 4.93 9.67 2.979 2.927 1.74 
262 0.1000 0.067 6.14 18.18 4.130 4.126 0.10 
521 0.0300 0.031 4.95 35.86 5.126 5.150 0.47 
758 0.1000 0.065 8.38 50.85 5.415 5.537 2.25 
979 0.1000 0.069 8.44 65.24 5.856 5.759 1.66 

4.31 

700°F 
23 0.3000 0.068 6.42 2.47 1.460 1.521 4.18 
48 0.1000 0.065 3.44 4.11 2.257 2.580 14.31 
94 0.1000 0.077 5.55 7.10 4.247 3.937 7.30 

129 0.0300 0.020 7.04 9.67 4.737 4.711 0.55 
262 0.1000 0.079 7.48 18.07 5.909 6.100 3.23 
521 0.0300 0.045 4.95 35.60 7.459 7.176 3.79 
749 0.1000 0.080 9.02 49.86 7.221 7.548 4.53 
987 0.0300 0.042 5.65 66.70 7.899 7.798 1.15 

4.88 

750°F 
18 0.3000 0.105 6.87 2.09 2.400 2.300 4.17 
20 0.1000 0.072 3.44 2.26 2.460 2.483 0.93 
23 0.0300 0.021 3.48 2.52 2.483 2.745 10.55 
49 0.1000 0.085 5.36 4.14 4.550 4.055 10.88 
90 0.1000 0.061 8.73 6.89 5.302 5.410 2.04 

129 0.0300 0.037 4.76 9.58 5.812 6.195 6.59 
253 0.0300 0.041 5.42 17.82 7.462 7.366 1.29 
510 0.0300 0.046 5.30 34.86 8.137 8.186 0.60 
731 0.0300 0.046 5.65 49.55 8.602 8.468 1.56 

4.29 

800° F 
18 0.1000 0.077 5.15 2.13 3.942 4.002 1.52 
50 0.1000 0.076 8.49 4.22 6.476 6.348 1.98 

129 0.0300 0.055 4.76 9.49 8.668 8.724 0.65 
253 0.0300 0.054 5.42 17.70 9.817 9.954 1.40 
510 0.0300 0.063 5.30 34.56 11.089 10.767 2.90 
731 0.0300 0.058 5.65 49.24 10.885 11.042 1.44 

1.65 

850°F 
17 0.1000 0.078 8.72 2.06 6.799 6.754 0.66 

129 0.0300 0.072 4.76 9.41 11.386 11.441 0.48 
253 0.0300 0.068 5.42 17.58 12.294 12.393 0.80 
510 0.0300 0.073 5.30 34.37 12.921 12.988 0.52 
731 0.0300 0.071 5.65 48.91 13.367 13.180 1.40 

0.77 
χ = conversion, gram-moles CsHe converted/gram-mole CaHe in feed; r 0 = initial rate, gram-moles 

CsHe converted/(gram-catalyst)(hr). 
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in Table II. Conversions associated with these initial rate runs varied from 
0.018 to 0.108. 

In a differential bed, conversions are maintained sufficiently low that the 
reverse reaction is negligible and the rate expression becomes 

ax 
A(W/F) W/F (1) 

Isothermal plots of the initial rate vs. total pressure are given in Figure 3. 
Both the single-site mechanism (Rideal) and the dual-site mechanism (Lang-
muir-Hinshelwood) were considered. The Hougen-Watson rate expression 
(23) for the Rideal single-site mechanism is 

(2) 
1 + K2P2 + Kzpz 4- KiPi 

For small conversions, the partial pressures of the products, p 2
 a n d P± are 

sufficiently small to justify neglecting them in Equation 2. Thus, the initial 
rate expression for the Rideal model becomes 

ro = 
Cpz 

1 + k,Vz 

(3) 

Figure 3. Isothermal relationships between initial rate and 
total pressure 

Rearranging the terms of Equation 3 

P32 1 , Kz 

~v; = c + -cp* (4) 

and hence a plot of P32/fo vs- Pz should be linear. Similarly, the dual-site 
mechanism leads to the expression 
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r [ι + K2p2 + Km + Kiptf 

which yields, in a similar manner, 

Figure 4. Test of Rideal model for experimental data 

Equations 4 and 7 were tested using the experimental data. The partial 
pressure of propylene, p 3 , represents the average partial pressure within the 
catalyst bed. Plots of p 3

2 / r o vs. p 3 and p 3 / λΑΟ VS- PS a r e m Figures 4 and 5, 
respectively. The isothermal relationships of Figure 4 are nonlinear and hence 
indicate that the Rideal model does not properly represent the data. Further
more, if a straight line were forced on these relationships, the value of their 
intercepts, representing 1/C, would become negative, implying that the reac
tion is not possible. On the other hand, the isothermal plots of Figure 5 are 
linear, indicating that the dual-site mechanism is possible and best represents 
the data. Furthermore, both the slopes and the intercepts for these relation
ships are positive, leading to positive values for C, the reaction rate constant, 
and K 3 , the propylene adsorption equilibrium constant. Accepting this be
havior, we can make a nonlinear least-squares fit using Equation 6 where r0 

becomes the dependent variable rather than Equation 7 where p 3 / λΑΟ I S T N E 

dependent variable. These values of C and K 3 along with their respective 95% 
confidence limits are reported in Table III. Slopes and intercepts derived from 
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Figure 5. Test of Langmuir-Hinshelwood model for experi
mental data 

Table III. Nonlinear Least-Square Estimates of C and K 3 with 
95% Confidence Limits 

C, 
gram-moles/ K3, Av. 

Temp. °F (gram-cat.) (hr) (atm)2 1/atm Dev., % 
650 0.276±0.0239 0.203±0.0104 4.46 
700 0.744±0.1106 0.294 ±0.0249 5.00 
750 2.098±0.2372 0.478 ±0.0311 4.19 
800 5.105 ±0.5348 0.660±0.0379 1.68 
850 18.060± 1.5509 1.150±0.0523 0.81 

the nonlinear estimates of C and K 3 were used to produce the linear relationships 
of Figure 5. 

From theoretical arguments, the reaction rate constant C and the propylene 
adsorption equilibrium constant K 3 should follow Arrhenius' rule; therefore the 
natural logarithm of these values was plotted vs. their reciprocal temperature 
( ° K ) . These plots are given in Figure 6 and indicate that this rule is followed 
for all but the highest temperature, 850°F , where the values of C and K H 

appear to be somewhat high. However, this behavior cannot be explained 
easily, because selectivity and carbon formation were similar to those encoun
tered at the lower temperatures. Because of this deviation, the values of 8 5 0 ° F 
were given less weight and straight lines were drawn through the points of 
Figure 6 to produce the Arrhenius type relationships, 

C = 1.229 X 10%-3°.o4o/*r (8) 
and 

Kz = 4.082 X We-iwRT (9) 

where R = 1.987 cal/gram-mole °K and Τ is the temperature ( ° K ) . From 
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Figure 6. Arrhenius type relationships for C and Ks 

these relationships, the activation energy for the reaction is 30,040 cal/gram-
mole and that for the adsorption of propylene is 12,140 cal/gram-mole. 

Integral Bed Studies 
Integral bed studies were done at 650° , 750° , and 850° F for pressures up 

to 520 psi. These studies constituted runs in which the catalyst weight was 
maintained at 0.1000, 0.2000, 0.3000, 1.0000, and 2.0000 grams and in which 
conversions ranged from 8% up to equilibrium. To ascertain that equilibrium 
had been established, runs that were suspected to be at equilibrium were 
checked with those done at lower space velocities by either increasing the 
catalyst weight or by decreasing the feed flow rate. Also, the conversion asso
ciated with these equilibrium runs remained the same as pressure was varied. 

Table IV. Experimental Equilibrium Conversions 

650°F 

750°F 

850°F 

Pressure, aim W/F X* 

4.60 0.690 0.4531 
10.32 0.677 0.4537 
18.34 0.383 0.4533 
35.75 0.346 0.4535 

0.4534 

2.21 0.342 0.4620 
2.22 0.557 0.4626 
7.58 0.194 0.4615 
7.73 0.566 0.4619 

35.69 0.367 0.4631 
0.4622 

2.22 0.341 0.4682 
35.27 0.118 0.4672 
35.27 0.163 0.4676 
35.69 0.367 0.4684 

0.4679 
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Figure 7. Arrhenius type relationships for K* + K 4 and Κ 

When these two requirements were satisfied, the runs were considered to be at 
equilibrium. The results of these runs are presented in Table IV. The averaged 
equilibrium conversions were used to establish the equilibrium constants, 
Κ = x* 2 /4(l — x*)2. These constants followed an Arrhenius type relationship 
as depicted in Figure 7. This relationship may be expressed as 

Κ = 0.375 e - 9 5 4 / β Γ (10) 

where Γ is in degrees Kelvin. 
The integral bed runs involved the use of pure propylene as feed; there

fore the mole fractions of ethylene and butene, and thus their corresponding 
partial pressures, were essentially the same. Hence Equation 5 assumes the 
form 

Γ [1 + K2p2A + Kipz + KAp2<\* 

where p 24 represents the average partial pressure of ethylene and of butene. 
Hence, the effect of conversion on K2 and K 4 cannot be isolated, and the 
denominator takes the form [1 + (K2 + K 4 ) p 2 4 + KsPsl2- Consequently, K2 

and K4 cannot be evaluated individually, and only the sum (K2 + Ké) can be 
evaluated to represent their combined contribution. 
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The integral bed runs, excluding the equilibrium values, are reported in 
Table V. For significant conversions, the simplified form of Equation 1 cannot 
be used, and thus the reciprocal space velocity must be represented by the 
integral form, 

W Γ* dx Γ [1 -f (Kt + K<)Pu + K3pû2 , 

7 Ί . Τ Ί . ' [ * - ί Γ " 

Substituting the values p 3 = ττ(1 — χ) and p 2 4 = πχ/2, where π represents the 
total pressure and χ is the conversion in Equation 12 

w ι f 
F C J 

J ο 
τ* 

Equation 13 can be integrated to: 

W 1 Γ . Γ dx , _ „ Çx xdx , ηΛ Γ x2dx 
F C \fJQ a + bx + ex2 + 2a^fQ a 4- bx + ex2 + ^fQ a + bx+ ex2 (14) 

where a = Ι/π + K 3 , £ = (K2 + K 4 ) / 2 - Ks, a = 1, b = - 2 , and c 
ι - y 4 K , 

Γ -
0 

dx ^ 2 = ν 4 π 1 ^ + 6 " ν ^ 1 - ι ° 1 ^ Ρ Ι 
+ bx+cx* \ \2cx + b + Vl/K\ \b + Vl/K\ 

, = ^ | ΐ η ( « + 6*+Εχ*)-1ηα1-Α Cl <** 
J o o + bx + ex2 2c I 1 j 2c JQ a 4-6x+ex2 

dx 
-hex2 

A Γ xUx χ b L , , . , „ . 1 , ¥-2ac Ç ά and I — • — — — • = — <ln(a + 6x4-cx2) - lna> H s-̂ — / — — r -JQa 4- 4- bx 4- ex2 c 2c2 1 v y j 2c2 J Q a 4- 6x 

Using the values of C, K 3 , and Κ obtained from Equations 8, 9, and 10, 
values of (K2 + Κ 4 ) were established for each run using the integral relation
ships expressed by Equation 14. At each temperature, an average value of 
(K2 + K 4 ) was obtained from all runs, except when these values were negative 
or highly deviant. These runs have been depicted in Table V. The average 
values of (K2 + K 4 ) obtained in this fashion, along with their 95% confidence 
limits, for all the runs are as follows: 

Temp., °F 650 750 850 
K2 + KA 0.444 dz 0.238 0.826 ± 0.173 1.049 ± 0.180 

Values of W/F calculated from these constants and Equation 14 are included 
in Table V along with their associated deviations. These values of (K2 + K 4 ) 
follow an Arrhenius type relationship as depicted in Figure 7. This relationship 
may be expressed as 

(Kt + K<) = 166 e~™iRT (15) 

where Τ is in degrees Kelvin. 
Finally, all integral bed runs were compared with values of W/F pre

dicted using Equation 14 and the Arrhenius relationships of Equations 8, 9, 
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Table V. Experimental Results for Integral Bed Runs 

F> W/F Pressure, W, gram-
atm grams moles/hr χ Exptl Calcd % Dev. 

650°F 
2.22° 2.0000 2.955 0.337 0.677 0.923 36.40° 
2.42 1.0000 2.826 0.191 0.354 0.337 4.85 
2.42 1.0000 4.332 0.140 0.231 0.229 0.86 
2.42° 1.0000 8.116 0.076 0.123 0.114 7.23° 
4.53 1.0000 2.826 0.332 0.354 0.380 7.34 
4.53 1.0000 3.811 0.275 0.262 0.270 2.82 
4.32° 0.3000 2.876 0.115 0.104 0.090 13.38° 

10.04 1.0000 2.947 0.419 0.339 0.380 11.90 
10.04 1.0000 5.617 0.295 0.178 0.156 12.36 
10.04 0.3000 3.396 0.193 0.088 0.083 6.55 
10.04° 0.3000 5.883 0.115 0.051 0.044 14.12° 
18.00 1.0000 5.502 0.357 0.182 0.168 7.66 
18.00 0.3000 4.666 0.218 0.064 0.072 11.28 
18.13 0.3000 7.563 0.146 0.040 0.042 7.06 
35.75 1.0000 5.559 0.394 0.180 0.177 1.71 
35.28 0.3000 4.089 0.272 0.073 0.080 9.11 
35.28° 0.3000 9.207 0.166 0.033 0.040 22.24° 

ψ 
10.40 

2.41° 1.0000 6.091 0.328 0.164 0.199 21.03° 
2.41 1.0000 7.825 0.266 0.128 0.139 8.93 
2.34° 0.3000 3.196 0.221 0.094 0.109 16.29° 
2.34° 0.3000 5.203 0.149 0.058 0.066 14.72° 
2.34° 0.3000 11.480 0.079 0.026 0.032 23.50° 
2.35° 0.2000 2.938 0.166 0.068 0.075 10.70° 
2.35° 0.2000 3.516 0.140 0.057 0.061 7.98° 
2.35 0.2000 5.193 0.095 0.039 0.039 2.42 
2.34 0.1000 2.919 0.085 0.034 0.035 1.29 
4.32 1.0000 5.167 0.427 0.194 0.251 29.73 
4.32 1.0000 7.710 0.329 0.130 0.124 4.57 
4.38 0.3000 3.824 0.235 0.078 0.071 9.01 
4.38 0.3000 6.294 0.175 0.048 0.048 1.59 
4.38 0.3000 6.064 0.165 0.049 0.045 8.99 
4.38° 0.3000 6.640 0.146 0.045 0.039 14.53° 
4.38° 0.3000 7.849 0.128 0.038 0.033 12.85° 
7.58 0.2000 2.426 0.325 0.082 0.088 7.06 
7.59 0.2000 2.831 0.292 0.071 0.073 3.92 
7.59° 0.2000 9.603 0.140 0.021 0.027 31.36° 
7.59 0.2000 11.309 0.091 0.018 0.017 5.68 

18.20 1.0000 6.537 0.432 0.153 0.144 5.91 
18.06 0.2000 2.830 0.329 0.071 0.068 3.17 
18.06 0.2000 6.537 0.265 0.049 0.047 4.08 
18.06 0.2000 9.780 0.142 0.020 0.021 2.60 
35.27 1.0000 8.469 0.419 0.118 0.113 4.08 
35.55 0.2000 3.874 0.312 0.052 0.056 7.52 

Ψ 
10.13 

2.42 1.0000 8.176 0.424 0.122 0.136 11.43 
2.34 0.3000 3.881 0.330 0.077 0.077 0.17 
2.34 0.3000 5.949 0.255 0.050 0.052 2.35 
2.34 0.3000 8.956 0.190 0.033 0.035 5.29 
4.46 1.0000 9.956 0.428 0.100 0.101 0.65 
4.32 0.3000 6.064 0.309 0.049 0.050 0.06 
4.46 0.3000 6.692 0.283 0.045 0.043 4.82 
9.83 0.3000 3.481 0.430 0.086 0.079 7.93 
9.83 0.3000 5.201 0.375 0.058 0.054 5.75 
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Table V. Continued 

F, W/F 
Pressure, W, gram-

W/F 

atm grams moles /hr X Exptl Calcd % Dev. 

9.83 0.3000 9.484 0.267 0.032 0.031 2.70 
35.28 0.3000 4.493 0.432 0.067 0.068 2.24 
35.28 0.3000 5.825 0.375 0.052 0.046 10.30 
35.28 0.3000 9.207 0.310 0.033 0.033 0.92 

4.20 
a Runs considered questionable, based on negative or highly deviant values of (fo+fo), when calculated 

on an individual basis. 

10, and 15. This comparison resulted in an average deviation of 8.8% for 56 
data points. When the footnoted runs of Table V were eliminated from con
sideration, the average deviation decreased to a value of 5.9% for 42 runs. 

Discussion of Results 

The results of this study prove conclusively that the dual-site mechanism 
involving the reaction of two adjacently adsorbed propylene molecules is 
followed during the disproportionation of propylene on a tungsten oxide-silica 
catalyst. This result is consistent with the findings of Luckner et al. (17). The 
extension by this study to high pressures clearly indicates the failure of the 
Rideal model for this reaction and shows the adherence of these data to 
the Langmuir-Hinshelwood mechanism. 

The reaction rates observed in the present study were found to be slightly 
higher than those reported earlier (19). These differences may be attributed 
to the impurities present in commercially obtained propylene. In this regard, 
it was noted that different batches of propylene did result in slightly different 
conversions. Furthermore, the use of De-Oxo in the purification train con
tributed to consistent reaction rates. 

Nomenclature 

C overall rate constant, gram-moles C 3
2 ~ converted/gram catalyst hr 

F feed rate, gram-moles C 3
2~/hr 

Κ equilibrium constant 
K2, K 3 , K 4 adsorption equilibrium constants for ethylene, propylene, and bu

tene, respectively 
P2> P3> Pé partial pressure of ethylene, propylene, and butene, respectively, 

atm 
p24 average partial pressure (p2 + P é ) / 2 
r reaction rate, gram-moles C 3

2 ~ converted/gram catalyst hr 
rο initial rate, gram-moles C 3

2 ~ converted/gram catalyst hr 
R gas constant, 1.987 cal/gram-mole °K 
Τ absolute temperature, °K 
W weight of catalyst, grams 
χ conversion, gram-moles C 3

2 " converted/gram-mole C 3
2 ~ in feed 

Greek Letters 

7Γ total pressure, atm 
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Selectivity in the 2-Propanol Reactions over 
Supported Rhenium Catalysts 

J. ROBERT FOWLER, JR.1 and JAMES W. LACKSONEN 

Department of Chemical Engineering, The University of Toledo, 
Toledo, Ohio 43606 

Rhenium-on-silica gel catalysts were prepared by standard tech
niques. The dehydrogenation-dehydration reactions of 2-propa-
nol were chosen to study the selectivity exhibited by high and 
low rhenium concentration catalysts. High rhenium concentra
tion catalysts behaved in a fashion typical of bulk rhenium metal 
—i.e., dehydrogenation predominated. On the other hand, low 
concentration catalysts exhibited a marked tendency to produce 
propylene. This tendency was most pronounced with low con
centration catalysts prepared from oxygen precleaned silica gel. 
When various techniques were used to determine rhenium crys
tallite sizes, the same catalysts which had tended to catalyze the 
dehydration reaction failed to chemisorb hydrogen. It is pro
posed that strong support-metal interactions were responsible for 
the observed phenomena. 

Metals such as platinum chracteristically catalyze the dehydrogenation of 
secondary alcohols, and metal oxides such as alumina catalyze the de

hydration reaction. Few studies, however, have reported that supported metals 
or metal oxides can catalyze either of these two parallel reactions in response 
to the amount or crystallite size of the active species. One such study was that 
of Rubinshtein as reported by GiFdebrand (I). He found that the selectivity 
between the dehydrogenation and dehydration reactions of ethanol over mag
nesium oxide supported on carbon black could be varied substantially depend
ing upon "the degree of deviation of crystalline network parameters from their 
normal values." In another study reported by GiFdebrand, Adadurov found 
that the dehydration reaction of ethanol over zinc oxide supported on carbon 
black began to predominate as the quantity of zinc oxide was reduced. Other 
workers have reported that the selectivity for what they refer to as either the 
hydrogénation (to propane) or hydrogenolysis (to methane and ethane) of 
cyclopropane over nickel supported on either silica or alumina was influenced 
by the nature of the support (2). 

Few studies of the catalytic properties of metallic rhenum have been 
reported. Russian workers (3) have examined both bulk and supported rhenium 

1 Present address: Diamond Shamrock Corp., 1100 Superior Ave., Cleveland, 
Ohio 44114. 
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8. FOWLER, JR. A N D LACKSONEN 2-Pwpanol Selectivity 97 

in view of the multiplet theory. Platanov et al. (4) studied the reactions of 
2-propanol vapor over finely divided rhenium metal prepared by a "nitric acid" 
method and found that acetone was formed exclusively up to 600°C. 

In the present study both the size of the rhenum crystallites supported on 
silica gel and the nature of the support itself were varied to study the effects 
of these variables on a test reaction. 2-Propanol was chosen as a test reactant 
since only the dehydration and dehydrogenation reactions (production of ace
tone and hydrogen or propylene and water, respectively) should be catalyzed 
by rhenium over a moderate temperature range. 

Experimental 

Materials. The silica gel support for the rhenium catalysts was supplied 
by the Owens-Illinois Corp. (Toledo, Ohio) and was screened into four frac
tions from 100 to 325 mesh. The —100 + 140 mesh fraction was normally 
chosen for use. The B E T surface area of the silica gel was about 536 m2/gram, 
the pore volume was 0.69 cm3/gram, and the average pore radius was 25 A. 
This B E T area did not change significantly even when the silica was heated to 
500°C for 6 hrs. 

Aqueous solutions of ammonium perrhenate and commercial grade hydro
gen cleaned in a Deoxo unit dried in a molecular sieve water trap were used 
to prepare the supported rhenium catalysts. Reagent grade 2-propanol vapo
rized by water-pumped nitrogen (dried in the same molecular sieve trap) was 
the reactant. All gases used were nominally 99.99% pure, and chromatograms 
indicated only trace impurities. 

A gas chromatograph (Varian, model 1520B) equipped with a matrix 
temperature programmer was used to analyze reaction products and to monitor 
the nitrogen desorbed during B E T surface area measurements or hydrogen 
desorbed during rhenium surface area determinations. Details of the apparatus 
are given elsewhere (5); only a brief description is given here. 

The 2-propanol reactions were studied in a train consisting of (1) a 
sparger filled with liquid 2-propanol, packed with Intalox saddles and placed 
in a temperature-controlled oil bath, (2) a device which maintained a constant 
2-propanol level in the sparger, (3) the reactor (3-7/8 inches long, 1/2 inch 
od stainless steel tubing), (4) a muffle furnace enclosing the reactor, (5) a 
solenoid sample valve which interfaced the reaction system with the gas chro
matograph but permitted continuous operation of the reactor, and (6) the 
chromatograph. The temperature in the packed bed of rhenium catalyst within 
the reactor was monitored by a shielded thermocouple inserted into the bed 
parallel to the center line of the reactor. A similar thermocouple was inserted 
into the muffle furnace which surrounded the reactor; this second thermo
couple led to an on-off temperature controller. The gases exiting from the 
reactor were analyzed with Porapak S columns according to the matrix tem
perature program described elsewhere (5), and the signal from the chromato
graph was integrated by an analog computer which was corrected for baseline 
drift and instrument noise. 

B E T and specific rhenium surface areas were measured by placing samples 
in a glass U tube connected in series with one channel of the chromatograph. 
For these purposes the analytical columns in the chromatograph were replaced 
with empty stainless steel tubes. For all analyses thermal conductivity detectors 
with tungsten-rhenium type W X filaments were used. 

Methods. Supported rhenium catalysts were prepared by impregnating 
the silica support with aqueous ammonium perrhenate solutions, either 0.224M, 
0.150M, or 0.0224M, followed by air drying for 6 hrs at 105°C and reduction 
at 500°C for 6 hrs in flowing hydrogen. Yates and Sinfelt (6) have reported 
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that such a reduction time fully reduces the perrhenate salt to metallic rhenium; 
the drying conditions are essentially those recommended by Dor ling, et al. (7). 
For some catalysts the silica support was impregnated in its as-received condi
tion; in other catalysts, it was treated with flowing oxygen for 2 hrs at 500°C 
and then dried by evacuation prior to impregnation. Rhenium concentrations 
in the various catalysts were determined spectrophotometrically with a Beck-
man D B - G unit using the technique of Meloche et al. (8) after dissolution and 
oxidation of the supported rhenium by the method of Malouf and White (9). 

The selectivity of the various catalysts was determined in the reaction 
system by sparging liquid 2-propanol with nitrogen, passing this mixture over 
a packed bed of catalyst in the reactor, allowing sufficient time for the system to 
achieve steady state and then sampling the reactor off-gases. Catalyst prepara
tion technique, reactor temperature ( 1 3 5 ° - 3 6 0 ° C ) and sparger temperature 
( 2 3 ° - 3 5 ° C ) were the principal variables studied in this system. At any given 
set of conditions, three samples of the off-gas were taken and averaged. To 
minimize the influence of catalyst activity decay, each set of three samples was 
"bracketed" by an additional set of three samples measured at some predeter
mined, "standard" set of conditions as first suggested by Sinfelt (10). 

To minimize longitudinal diffusional effects, the bed depth in the reactor 
was always such that its ratio to average particle diameter was 100 as suggested 
by Denbigh (11). Furthermore, the plug flow reactor was operated so that 
the total conversion of 2-propanol was never allowed to exceed 10-15%. For 
every reaction sample taken, effectiveness factors and external temperature and 
diffusion gradients were calculated; effectiveness factors always approached 1.0, 
and external gradients were negligible. 

B E T surface areas of both the plain silica support and various catalysts 
were determined with a gas chromatograph using the technique of Nelsen and 
Eggertson (12). The so-called three-point method was used. 

Specific rhenium surface areas and crystallite sizes were measured by three 
methods: (1) hydrogen chemisorption at 20°C, (2) x-ray diffraction line 
broadening, and (3) scanning electron microscopy. The hydrogen chemi
sorption technique also utilized the gas chromatograph, and the method of 
Benesi et al. (13) was used. For all such measurements the catalysts were 
reduced in situ in the U tube device, the sample was cooled, and a mixture of 
nitrogen and hydrogen corresponding to 100-mm Hg partial pressure of 
hydrogen was flowed over the sample at 20°C until the sample and the gas had 
equilibrated. (Yates and Sinfelt (6) and Kubicka (14) have shown that a 
monolayer of hydrogen is formed over rhenium under these conditions). The 
hydrogen was desorbed from the sample by heating it to 500°C. 

The x-ray diffraction studies used a Phillips diffractometer with copper 
Κα radiation and a Geiger counter detector. The (101) rhenium planes were 
used for this diffraction study, and the average crystallite size was determined 
by the Scherrer Equation (15) uncorrected, in the present study, for instru
mental line broadening since data for this effect were unavailable. 

The last method by which an attempt was made to measure supported 
rhenium crystallite sizes was scanning electron microscopy. A J.S.M.-U3 
S.E.M. was used. The samples were first coated with gold to a depth of about 
200 A on a glow discharge coater to render the particles electrically conductive. 

Results 

Catalyst Physical Properties. Table I is a representative summary of the 
physical properties of catalyst batches prepared from either as-received or 
oxygen-cleaned silica with three different strengths of ammonium perrhenate 
in the impregnating solutions. Although not shown, the B E T surface areas 
averaged about 536 m2/gram for both the plain silica support (either as 
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received or oxygen cleaned) and for a catalyst containing the heaviest concen
tration of rhenium—catalyst batch 3B. The results for the specific metal 
surface areas, crystallite size, and dispersion are from data obtained by hydrogen 
chemisorption. Of course, the data from such a technique actually consist of 
volumes of hydrogen desorbed from the sample. The results presented in 
Table I are calculated from these data by using the value of 20.7 A 2 for the 
rhenium surface area occupied by one hydrogen atom (14) and assuming that 
the supported crystallites were spherical. 

The hydrogen chemisorption results for catalysts in Table I containing 
less than 2.43% rhenium are reported in parentheses. This is done because 
these 'low concentration" catalysts produced a negative chromatogram peak 
as hydrogen was "desorbed" from the sample. (The peaks were opposite in 
polarity to those produced by direct injection of hydrogen into the front of 
the chromatograph by an airtight syringe). Even for catalysts containing 3.34 
and 2.43% rhenium, the recorder pen at first deflected in the negative direction 
before the positive peak appeared. Thus, in the latter case the chromatograms 
resembled inverted sine waves while in the former only the first half of the 
inverted sine waves appeared. In both cases the recorder pen returned to the 
original baseline after tracing out the respective curves. The crystallite sizes 
indicated in Table I for these "low concentration" catalysts were approximated 
by using Figure 1. The data points on this figure are those for catalysts of 
batches 3B and 8 for which a desorbed volume of hydrogen was obtained. 

The studies done with the scanning electron microscope, however, yielded 
some rather anamolous results. Photomicrographs of all catalysts, including 
those in Table I, were prepared. There were no discernible differences be
tween photomicrographs of the plain silica support and any of the low con
centration catalysts; however, photomicrographs of the high concentration 
catalysts revealed that catalyst particles from even the same batch of catalyst 
exhibited a wide range of supported rhenium particle sizes. Some particles 
from catalyst batch 8, for example, were identical to the plain silica support 
while other particles exhibited large rhenium particles on the surface of the 
catalyst. (These large particles were, in fact, rhenium as demonstrated con
clusively by an x-ray distribution scan). Unfortunately, since the limit of 
resolution of the scanning electron microscope is about 100 A, crystallites of 
an average size of those reported in Table I are not "visible" by this technique. 
Since no crystallites of about 100 A were apparent on the surfaces of any of 
the catalyst particles examined and since no crystallites within the pores of the 
silica could be larger than the average pore diameter (about 50 A ) , the 
technique lends credence to the approximate crystallite sizes reported in 
Table I. 

Table I. Summary of Catalyst Physical Properties 

Metal Sur-
Face Area, Dis

Batch 
Silica m2/gram Crystallite persion, Strength of Impregnation 

Batch Pretreatment %Re cat. Size, A % Solution 
3B none 3.34 2.06 46.2 27.7 0.224M 
8 none 2.43 1.73 40.0 31.8 0.150M 
9 0 2 at 500°C 2.43 1.30 53.3 23.9 0.150M 
4B 0 2 at 500°C 0.423 (0.95) (12.9) (100) 0.0224M 

10 none 0.206 (0.46) (12.8) (100) 0.0224M 
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0 10 20 30 40 50 60 70 

Average Rhenium Crystallite Size (A) 

Figure 1. Estimation of crystallite sizes of rhenium on low concentration catalysts 

Selectivity Studies. The results of the selectivity studies done in the reac
tion system are summarized in Figure 2. Here the selectivity for either de
hydrogenation or dehydration is defined by the ratio of the concentration of 
the product of either reaction (either acetone or propylene, respectively) to 
the sum of the concentrations of both products. The top "band" in Figure 2 
shows that the selectivity for the dehydrogenation reaction decreased as the 
rhenium crystallite size was decreased. This band represents results obtained 
with catalysts prepared from as-received silica. The second, lower band in 
Figure 2 indicates that the same general phenomena was exhibited by catalysts 
prepared from oxygen-cleaned silica. These latter catalysts, however, produced 
propylene (the dehydration product) almost exclusively at temperatures as low 
as 168°C when the rhenium crystallite size was about 13 A. Those catalysts 
for which the selectivity for the dehydrogenation reaction was lowest (i.e., the 
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low concentration catalysts) are the same catalysts which apparently failed to 
chemisorb hydrogen. Also note that the plain silica carrier was essentially 
inert over the temperature range of interest. 

Other differences were shown by the catalysts prepared from as-received 
silica and those prepared from oxygen-cleaned silica. Catalysts from batches 
8 (as-received silica) and 9 (oxygen-cleaned silica) both contained 2.43% 
rhenium and were used in runs 34 and 35, respectively. During each of these 
relatively long runs, regeneration of the catalysts was required. These regenera
tions, done with 2.6% oxygen in nitrogen at 400°C, were required twice as 
often during run 34 as during run 35. Apparently some other phenomenon 
rather than crystallite size variation was responsible for these latter observations. 

Figure 2. 

10 20 30 40 
ο 

Rhenium Crystallite Size (A) (by calculation ) 

Dependency of selectivity upon rhenium concentration, crystallite size 
and pretreatment of the silica support 
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Discussion 
The "Negative" Peak Anomoly during Hydrogen Chemisorption. During 

the attempted measurements of rhenium crystallite size by hydrogen chemi
sorption, the low concentration catalysts apparently failed to chemisorb hydro
gen, and negative chromatogram peaks resulted. To explain this negative peak 
phenomenon, several experiments were done so that no possibilities, however 
remote, were neglected. First, we thought that perhaps some of the water 
formed during the reduction of the rhenium salt was not removed during the 
6-hr hydrogen treatment of 500°C and may have been eluted from the sample 
as hydrogen was subsequently desorbed. If this water had passed a dry 
ice-acetone trap located between the sample tube and the thermal conductivity 
cells of the chromatograph, a negative deflection may have resulted (depending 
upon the relative thermal conductivities of water and the hydrogen-nitrogen 
mixture). Thus, liquid water was injected into the front of the chromatograph 
and into the same channel through which the hydrogen-nitrogen mixture was 
flowing. This injection resulted in a positive rather than a negative peak. 

Second, we reasoned that the carrier gas (nitrogen) may have chemisorbed 
on the rhenium and then desorbed when the sample was heated, giving rise 
to a negative peak. When argon was substituted for the nitrogen, equilibrium 
was attained and the heating was repeated, an anomalous negative peak again 
appeared. The areas under the negative peaks, regardless of the nature of the 
carrier gas, were essentially the same. It is extremely unlikely that either carrier 
would chemisorb on the catalyst and that both would chemisorb to about the 
same extent. Third, plain silica was substituted for the low concentration 
catalyst, and the negative peak appeared again, regardless of the nature of the 
carrier gas. Fourth, the catalyst was removed from the sample tube, this device 
was replaced in the system, and the normal mixture of hydrogen and nitrogen 
was flowed through it. When steady state was achieved, the glass sample tube 
was heated in the usual manner to 500°C. No response to this heating occurred 
on the recorder. Finally, when a sample of the hydrogen-nitrogen mixture 
flowing over the catalyst sample was trapped in a gas-tight syringe and then 
injected into the front of the chromatograph, the negative peak appeared. 

Any deflection of the recorder must be the result of an imbalance between 
the two thermal conductivity cells in the chromatograph; changes in either 
gas flow rate or composition through one of the cells can cause such an imbal
ance (IS). The above elementary experiments were done to determine which 
of these two kinds of phenomena was responsible for the observed negative 
peaks. Injection of hydrogen with a gas-tight syringe had indicated that hydro
gen per se produced a positive peak under the conditions of the experiments, 
so it was believed before the five experiments were conducted that either chemi
sorption of the carrier gas or a change in flow rate caused by the heating of 
the catalyst samples was most likely responsible for the observed phenomenon. 
(This rationale was confirmed as reasonable by another group of workers (19)). 

We concluded that the most reasonable explanation of the negative peak 
anomoly was the rapid expulsion of the hydrogen-nitrogen mixture from the 
pores of the microporous catalysts as they were heated to 500°C during the 
chemisorption procedure. The fact that rapid expansion of the gases in the 
empty sample tube did not occur to any extent detectable by the chromatograph 
while the same effect did occur with the microporous catalysts may be recon
ciled by realizing that heat transfer to the gases in the microporous catalysts 
was undoubtedly enhanced by the presence of the catalysts themselves. 
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Crystallite Size Determinations. The apparent lack of hydrogen chemi
sorption on the small crystallites of the low concentration catalysts is intriguing. 
At first it might be argued that the negative peaks simply masked the positive 
hydrogen peak. However, this conclusion is untenable if the following calcula
tion is made. It can be shown that the area under a chromatogram peak caused 
by hydrogen desorption is directly proportional to the weight fraction of the 
metal present in the catalyst and inversely proportional to the crystallite diame
ter (5). Thus, if subscript 1 refers to a catalyst which chemisorbed hydrogen 
and 2 refers to one which did not, 

where d is the crystallite diameter, χ is the weight fraction, and A is the area 
under the positive chromatogram peak. For example, if the first entry in Table 
I is chosen as catalyst 1 and the fourth entry as catalyst 2, 

Thus, the area under a chemisorption chromatogram peak for the low 
concentration catalysts should have been about one-half of that exhibited by 
the high concentration catalysts. This was not the case. In fact, the recorder 
pen never crossed the baseline into the positive region for any low concentration 
catalyst studied. For these reasons, we conclude that hydrogen did not chemi-
sorb on the crystallites of the low concentration catalysts. 

Nevertheless, the sizes of the supported rhenium crystallites determined 
by either direct hydrogen chemisorption or the approximation technique of 
Figure 1 agreed reasonably well with the results of the x-ray line broadening 
studies. The results of the latter study are, however, higher by a factor of about 
two even though it is well known (15) that x-ray line broadening often indi
cates a finer size of crystallites than that found from hydrogen chemisorption. 

Indeed, neither method really gives an absolute value for the average size 
of all crystallites present. Slight differences in the calculated metal crystallite 
size always arise because the chemisorption technique measures the surface 
average diameter while x-ray line broadening measures the volume average 
diameter. Furthermore, the hydrogen chemisorption technique depends upon 
at least two parameters: a knowledge of the number of hydrogen atoms chemi
sorbed per surface metal atom and an assumption regarding the shape of the 
crystallites. 

There is disagreement in the literature as to the first parameter for rhenium. 
This parameter must be known to calculate the average crystallite size for the 
following reason. Based upon the atomic radius of rhenium, the atomic densi
ties of the three most densely packed planes of a form (the {001}, {100} and 
{110} planes) can be calculated easily (5). The determination of the average 
crystallite size from a measurement of a volume of hydrogen desorbed then 
depends upon the number of surface rhenium atoms which one chemisorbed 
atom of hydrogen occupies. Yates and Sinfelt (6) assumed a value of one 
hydrogen atom absorbed per metal surface atom (effective metal area of 7.6 A 2 

associated with each rhenium surface atom) while Kubicka (14) measured a 
value of about three hydrogen atoms adsorbed per metal surface atom (20.7 A 2 ) 
by chemisorbing hydrogen on bulk rhenium of known B E T area. 

(4) 
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Kubicka's value has been used in this study. If the value of Yates and 
Sinfelt had been used, the results for the crystallite sizes in Table I would 
have been higher by a factor of about 3, and better agreement would have 
been found with the x-ray line broadening results. However, if this factor of 3 
is invoked, the smallest crystallite sizes in Table I would have been about 39 A 
while the largest would have been about 160 A. This result would have been 
in better quantitative agreement with both the x-ray line broadening and scan
ning electron microscopy results, but would not have altered the fact that the 
low concentration catalysts not only failed to chemisorb hydrogen but also 
catalyzed a reaction which is atypical of bulk rhenium metal. 

Selectivity Studies. The catalysts used in this study behaved quite dif
ferently from the powdered rhenium catalyst of Platanov et al. First, some of 
the high concentration catalysts showed a moderate degree of 2-propanol de
hydration, especially above 200°C. The catalyst used in run 34, for example, 
was prepared from as-received silica, contained 2.43% rhenium by weight, 
and the average size of the rhenium crystallites was about 40 A. It showed 
almost no evidence of dehydration of 2-propanol. On the other hand, the 
catalyst used in run 35 was prepared from oxygen-cleaned silica, again con
tained about 2.43% rhenium but had somewhat larger crystallites. As opposed 
to the catalyst in run 34, this oxygen-precleaned catalyst exhibited a somewhat 
greater tendency above 200°C to produce propylene (the dehydration product). 
Also, this latter catalyst showed a significantly longer active life than the 
as-received silica-rhenium catalyst used in run 34. In fact, repeated attempts 
to deactivate the oxygen-precleaned catalyst by exposing it to 2-propanol 
vapors for extended periods only slightly reduced its activity. Another catalyst, 
that used in run 9, was prepared from as-received silica, contained the highest 
percentage of rhenium of the catalysts used, and had an average crystallite size 
of about 46 A. It showed no tendency whatever to form propylene. 

However, this was not the case with the low concentration catalysts. The 
results of runs 29 and 40 are especially significant since the catalysts used in 
these runs (batches 7 and 10, respectively) showed a marked tendency to form 
propylene (as shown in Figure 2). In fact, the selectivity toward dehydration 
repeatedly approached 100% for the catalyst in run 29. These results were 
duplicated in a subsequent study (20). The catalyst for which the tendency 
to produce propylene was most pronounced was a low concentration catalyst 
prepared from oxygen-cleaned silica with an average rhenium crystallite size 
of about 13 A. 

Nordberg (21) has shown that organic contaminants readily adsorb on 
silicas exposed to the atmosphere. The treatment of some silicas in the present 
study with pure oxygen at 500°C no doubt removed a major part of any such 
contaminants. Thus, rhenium deposited on oxygen-cleaned silica may have 
been supported on the silica itself whereas the rhenium deposited on the 
as-received silica may have been at least partially supported on adsorbed organic 
materials. Since obvious differences existed between catalysts similar in every 
way except for the nature of the support, interactions between the metal and 
the support rather than changes in the crystallite sizes per se were responsible 
to a high degree for the differences in catalyst selectivities, and such effects 
were most obvious when the crystallite sizes were the smallest. 

It may be argued that the so-called low-concentration catalysts may have 
shown the singular tendency toward 2-propanol dehydration simply because 
the metal oxide was insufficiently reduced so that a rhenium oxide, possibly 
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the dioxide (because of the grey color of the catalysts (22)), was responsible 
for the observed results. Additional evidence can be gained by using the dioxide 
itself as the active species. However, no definitive evidence for the presence 
of the completely reduced metal in the low concentration catalysts can be 
offered. A number of techniques, including hydrogen chemisorption, x-ray 
diffraction line broadening, and electron microscopy were used in this work 
to procure this evidence, but they failed. Reasonable explanations of these 
failures, none of which require that the oxides not be completely reduced, have 
been offered. Further, other workers (6) have reported that the techniques 
used in this study have resulted in complete reduction of the perrhenate to 
metal in supported catalysts. 

Only on two points are we certain. First, the 2-propanol dehydration 
reactions were not caused by the silica support, wall effects in the equipment, 
or homogeneous reactions since control experiments where the reactor bed was 
packed with silica gel alone (both treated and untreated with oxygen) failed 
to demonstrate any evidence of a significant reaction of any sort over the 
temperature range of interest to this work. Second, it was demonstrated by 
hydrogen chemisorption and especially by a sharp, distinctive x-ray diffraction 
pattern that rhenium in this high concentration catalyst was, indeed, well 
reduced. Therefore, the catalysts containing a lower concentration of the 
perrhenate initially should have been reduced. 
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Analysis of Reactors with Immobilized 
Enzymes Subject to Deactivation 

HARMIT S. LAMBA and MILORAD P. DUDUKOVIĆ 

Chemical Engineering Department, Ohio University, Athens, Ohio 45701 

The performance of the plug flow reactor (PFR) and the ideal 
stirred tank reactor (ISTR) for five enzyme deactivation rates 
coupled with four common rate expressions for enzyme catalyzed 
reactions is evaluated for two modes of operation. In the first, 
the flow rate is constant, in the second, the outlet conversion is 
kept constant by varying the flow rate. A mathematical technique 
is developed to compare efficiencies of the two reactors for an 
arbitrary reaction or deactivation rate. The overall performance 
of the two ideal reactors is mainly governed by the type of the 
deactivation equation, and the superiority of the plug flow reactor 
or the first mode of operation cannot be taken for granted. 

With the advancement of technology and the development of new tech
niques for isolating, extracting, and purifying enzymes, large quantities of 

some enzymes have become available for commercial use. These highly specific 
and active catalysts can be used most effectively in various industrial and medi
cal processes when the enzymes are made insoluble (immobilized) by attach
ment to solid support (J, 2, 3). Immobilized enzymes can be kept in a tubular 
reactor as a packed, moving, or fluidized bed, or they can be suspended in a 
stirred tank reactor. The use of immobilized enzymes eliminated the difficult 
and costly processes of separating the enzymes from the reaction mixture and 
opened a new field of reactor design which has received considerable attention 
in recent years (4, 5, 6). 

Enzymes, particularly immobilized ones, are subject to deactivation 
whereby they lose some of their potency as catalysts. While catalyst deactiva
tion has received much attention (7), little has been reported on reactors with 
enzyme deactivation (8, 9). This problem, however, is a major obstacle in 
commercial use of immobilized enzymes. In general, since immobilized en
zymes are very expensive, it is important to minimize their loss by deactivation 
if they are ever to be used in large scale production of low value products. 

This paper analyzes continuous reactors with immobilized enzymes subject 
to deactivation and determines the influence of flow patterns and modes of 
reactor operation on the performance of such systems. It is assumed that the 
external mass transfer resistance around particles with immobilized enzymes is 
negligible. Intraparticle diffusion is also neglected. A perfectly mixed ideal 
stirred tank reactor (ISTR) and a plug flow reactor (PFR) are the reactor 

106 
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models. These ideal flow patterns represent the two extreme cases of flow 
through a reactor, and all real systems fall in between (10). Theoretically, the 
reactors within which catalytic reactions take place and in which the catalyst 
or enzyme is subject to deactivation can be operated in a number of ways. Three 
main modes of operation are of practical significance for a reactor which oper
ates initially at a given exit fractional conversion of reactant (substrate) and 
at a fixed flow rate: 

(1) The exit conversion is allowed to drop in time because of catalyst 
(enzyme) deactivation, and the reactor is shut off (for catalyst regeneration 
or enzyme replacement) when a predetermined final low exit conversion is 
reached. 

(2) The flow rate through the reactor is decreased in time to compensate 
for the loss of catalyst (enzyme) activity and to maintain the same fixed exit 
fractional conversion. 

(3) The temperature of the reactor (and/or pH for enzymes) is changed 
to compensate for decreased activity to keep the exit fractional conversion 
constant. 

The third method has some limitations when operating reactors with 
immobilized enzymes because of a very narrow temperature range within which 
enzymes remain active. Therefore, only the first and second mode are con
sidered here. While the first appears to be convenient since it requires almost 
no control, the second has attractive features since it maintains a constant 
quality of the product. 

We wished to develop a method to compare the performance of the two 
ideal reactors during both modes of operation, subject to a general type of 
reaction and deactivation rate. In this way the right reactor type could be 
chosen at the early design stages. The whole profit equation was not used since 
it is generally cumbersome, lengthy, and specific for each case. A quantity 
named profit indicator, η, defined as the amount of the desired product produced 
per unit of enzyme lost by deactivation, is used throughout this work. Equations 
1 and 2 define the profit indicator for ISTR and PFR, respectively. 

η ST 
X" qSQ x(t) dt ^ 
Eo[l - y(t)]Vst 

Γ' 
Jo qSo χ (L,i)dt 

L E0[l - y{Z,t)\AdZ (2) 

where 

AL - F P F (3) 

Profit indicator is a measure of the system's efficiency; it is considered a 
good criterion for comparing alternative reactor designs and modes of operation 
since the costs of enzyme purification, isolation, immobilization, and replace
ment are very high with respect to operating and capital costs. Therefore, to 
maximize profit, enzyme loss from deactivation must be minimized and the 
profit indicator maximized. To compare the two ideal reactors in an operation, 
it is sufficient to examine the ratio of their profit indicators. This quantity was 
named "profit ratio." 
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108 C H E M I C A L REACTION ENGINEERING II 

Reaction and Deactivation Rates 

Here only single substrate reactions are considered at constant temperature 
and pH. Under these conditions the reaction rate can be represented as: 

(4) 

The rate of enzyme deactivation is an empirically evaluated expression. It 
was found that most deactivation data can be fitted by Equation 5: 

* - " a r - E n ~ g ( S ) 
(5) 

Table I. Single 

No. Type 

R l Michaelis-Menten irreversible 

Mechanism 

Κι Κ 
Ε + S<=±ES • Ε + Ρ 

R2 Michaelis-Menten reversible Κι Κζ 
E + S<=±ES+±E + P 

κ2 κ4 

R3 substrate inhibition Κι Κζ 
Ε + S+±ES >Ε + Ρ 

Kt 
κ, 

ES + S τ± ESS 
Kb 

R4 product inhibition Κι Κζ 
Ε + ST±ES > Ε + Ρ 

Κ2 

Κ, 
Ε + Ρτ±ΕΡ 

Κ5 

The power m was taken to be unity while a value of 1 or 0 was assigned 
to n. Four different rate expressions of substrate consumption, most often 
encountered in the literature (II, 12, 13), were chosen for analysis and are 
given in Table I. All of them conform to the general rate equation (Equation 
4) with m = 1. 

Five different enzyme deactivation equations were selected from the litera
ture (8, 9, 14) (see Table II). Very little is known about the mechanism of 
enzyme deactivation. The rates of deactivation given in Table II seem to match 
best the reported qualitative and quantitative findings in the literature. They 
also conform to the general equation (Equation 5) with η = 1 or 0. Zero- and 
first-order deactivation were reported by many workers. Haldane (14) was the 
first to report that deactivation could be slowed by the presence of substrates or 
products, and others supported his findings (15, 16). O'Neill (8) used deacti
vation expressions (D2) and (D3) in his study. The complex deactivation 
expressions (D5) was experimentally determined for the enzyme catalase (9). 
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9. LAMBA AND DUDUKOVIC Reactors with Immobilized Enzymes 109 

Enzymes can lose some of their efficiency to catalyze specific reactions for 
two main reasons—i.e., inhibition and deactivation. Enzyme elution may be 
considered another form by which reactors with immobilized enzymes lose 
some of their activity. Inhibition is temporary, can generally be reversed, and 
can be accounted for by incorporating its effect into the rate expression for the 
main chemical reaction. Inhibition can be caused by substrates, products, or 
impurities in the feed. Inhibition effects are incorporated in rate expressions 
(R3) and (R4) in Table I. Deactivation involves the destruction or modifica
tion of one or more functional group of the enzyme, is more permanent, can 
result from excessive temperature, shear, pH, or impurities, and can be en
hanced or hindered by substrates and products. Whatever the microscopic 

Substrate Rate Equations 

Rate Expression: f(S) 

KES 
Km +S 
π - K + ^-* A m - K i 

KZES - Κ,ΕΡ 
Km + S + K«P 
KB = K4K2/K1 

Km = (K2 + K3)/Kt 
Κ6 = Κ 4/Κ γ 

KzE 

^ S ^ Kr 
K\ = KB/Κ4 

y 

y 

Dimensionless Rate 
Expression: yf(x) 

KEQSQ (1 - x) 
KM + So (1 - x) 

EpSolKz - x(Kz + Kà)] 
Km + S0 — xS0 (1 — Κι) 

KJKZEQSQ (1 - x) 
KmKi + KiS0 ( 1 - * ) + So2 (1 ~ *)2 

KES 
+ Km[l + Ρ/Κι] 

Κ = K\Kz 

KKjEpSo (1 - x) 
KmKi + K\S0 + S0x(Km KO 

Table II. Deactivation Rate Equations 

No. 

D l 

D2 

D3 

D4 

Type 

zero order 

first order 

substrate 
protected 

product 
protected 

D5 complex 

Deactivation 
Rate: Emg(S) 

Κά 

KdE 

KdE 
S 

ΚάΕ 

KdE 

K' + Ρ 

AP 

+ C P ] 

Dimensionless 
form: ymg(x) 

y 

y 
1 - χ 

yS0 

Κ' Λ- Sox 

Γ Αχ 
LB +SoX 

+ Cx] 

Dimensionless 
Time, θ 

Kdt 

E0 

Kdt 

Kd 
So 

Kd 
So 

KdtSo 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

00
9

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



110 C H E M I C A L R E A C T I O N E N G I N E E R I N G II 

mechanism of the deactivation process, it can be considered an additional 
chemical reaction that is occurring in addition to the main reaction. Deactiva
tion effects have to be accounted for by a separate rate equation such as those 
in Table II. 

Each substrate consumption equation has been coupled with each enzyme 
deactivation equation. This combination was called a reaction scheme. Twenty 
reaction schemes were obtained, and each has been studied for ISTR and PFR 
models and for two modes of reactor operation. Some kinetic parameters were 
varied to observe this effect on reactor performance. 

To compare performance of the reactor systems and to evaluate the profit 
indicator, the following quantities are needed: (1) reactor size, (2) total 
product obtained, and (3) the enzyme lost by deactivation. These were calcu
lated for each reaction scheme and for both modes of operation. Details of the 
calculations and many numerical results were represented by Lamba (17). 
Only the general approach taken is given here. 

In most enzyme-catalyzed reactions of practical significance, deactivation 
is relatively slow. Its characteristic time is large compared with the mean 
transit time through the reactor. Therefore, the pseudo-steady-state approxi
mation can be used—i.e., a steady-state concentration profile can be assumed 
for any particular value of the activity profile at any moment in time. 

To make the analysis comprehensive, the following dimensionless variables 
are used: 

g β 
Fractional conversion χ — — ^ (6) 

Ε 

Fractional activity y = (7) 

Dimensionless time θ = ^ (8) 
where Ν is a proper combination of constants for a given deactivation equation. 
The rate and deactivation equations in terms of dimensionless variables are 
given in Tables I and II, respectively. 

First Mode of Reactor Operation 

The initial exit conversion, xe
!, is chosen, and the flow rate, q, through 

the reactor is kept constant in this mode of reactor operation. The reactor is 
sized to satisfy these requirements. Since the flow rate is kept constant, the 
exit conversion decreases with time because of the loss of enzyme activity. 
Equal enzyme loading was assigned to both reactors, and the same substrate 
concentrations are used in the feed. 

Analysis of the ISTR. According to the pseudo-steady-state assumption 
the equations describing an isothermal operation of the ideal stirred tank 
reactor (ISTR) are: 

yf(x) 

% - - yng(x) η - ο,ι (10) 

Equation 9 is the basic design equation for an ISTR where yf(x) is the 
reaction rate; Equation 10 describes the deactivation process. Clearly, both 
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9. LAMB A AND DUDUKOVIC Reactors with Immobilized Enzymes 111 

conversion and activity are functions of time only. The derivative of activity 
with respect to time may be evaluated by chain rule as follows: 

dy _ dydx ( . 
άθ ~ dxde 

Evaluating dy/dx from Equation 9 and substituting this along with an expres
sion for y obtained from Equation 9 into Equation 10 yields Equation 12 
for dx/άΘ: 

dx _ xc 1 "" xg(x)[f(x)f-n
 ( m 

de f(x) - xfix) K ) 

Equations 10 and 12 can now be integrated. In the simplest cases of 
zero- and first-order deactivation with g(x) = 1, Equation 10 can be integrated 
directly (8), yielding explicitly y as a function of θ. Substituting this into 
Equation 9 gives an implicit relationship between χ and Θ. For the more com
plex cases considered, Equation 12 can be integrated analytically giving 
explicit, very lengthy relationships for θ as a function of x. Resolving Equation 
9 for x, which can be readily accomplished when the resulting expression is a 
quadratic but becomes cumbersome for a cubic, and substituting into the above 
expression for Θ — θ (χ) yields a relationship between θ and y. These results 
will be presented elsewhere (18). 

We found it more useful to integrate Equations 10 and 12 numerically by 
a fourth-order Runge-Kutta method to obtain values for conversion and activity 
at equally spaced values of time, Θ. These results were used to evaluate the 
profit indicator for various times of reactor operation, 6t, corresponding to dif
ferent final exit conversions. The profit indicator was calculated using the 
following formula: 

/N\ J. χ(θ)άβ 
" \Bl) \7j 1 - y(BÙ ( 1 3 ) 

Analysis of the PFR. Using the pseudo-steady-state assumption the equa
tions describing the performance of an isothermal plug flow reactor (PFR) 
can be written as: 

I - TpKffr) (14) 

2 • - y n g { x ) n = °> i ( i 5 ) 

The reactor space time, τ ρ , is obtained by: 

Tp = I fix) m 

while ζ represents the dimensionless distance along the reactor. For the zero-
and first-order deactivation, Equations 14 and 15 were solved analytically (10). 
In general, both conversion and activity are functions of time and position, and 
Equations 14 and 15 have to be solved simultaneously. Ozawa (19) and 
Bischoff (20) considered packed bed reactors with catalyst deactivation and 
developed analytical solutions for Equations 15 and 16 when η = 1 and g(x) 
= / ( * ) · 
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112 CHEMICAL REACTION ENGINEERING II 

Lamba (17) numerically solved the general system of Equations 15 and 
16 using a modification of a numerical method of Gonzales and Spencer (21). 
When the exit conversion, χ(Θ,Ι), and the activity profile in the reactor are 
obtained, the profit indicator can be calculated as a function of reactor operating 
time, 6f. 

* P F - \To) -pT, T ^ T ( 1 7 ) 

/ [1 - y(ehz)]dz 

If it is not necessary to examine the activity profile as a function of position 
in the reactor and the profit indicator is the only quantity to be calculated, a 
new lumped variable called total activity, Y, may be defined by: 

Υ (θ) =£y(e,z)dz (18) 

Total activity is a function of time only. The following solution can be 
applied to Equations 14 and 15 when η = 1. Equation 14 can be solved for 
activity, y, which is then substituted into Equation 15. Upon integrating the 
resulting expression along the reactor length, the following equation is ob
tained for total activity, Y: 

de τ ρ Jo f(x)dx ( 1 9 ; 

Similarly, Equation 14 may be solved for y and integrated with respect 
to ζ from 0 to 1. This gives an implicit relationship for the exit conversion as 
a function of total activity: 

ι /·*<ι,β) dx 
Υ(β) = - / =τ (20) τ Ρ Jo fix) 

Now the chain rule can be applied to the derivative dY/άθ, as used previously 
in the analysis of ISTR, and an ordinary differential equation for the variation 
of the exit conversion with time is obtained: 

dxje,l) _ „ , Λ 1 Λ 1 gix) 
de Jo fix)^ ( 2 1 ) 

Equation 21 can be solved analytically, resulting in very lengthy explicit rela
tionships for operating time, 9t, in terms of final conversion, x(# f,l). Integrat
ing the expression for dY/dx, the relationship between final total activity, Y(6t) 
and final exit conversion, x(6t,l), can be obtained. These lengthy results will 
be presented elsewhere (18). In this work only the integrals in Equations 19 
and 21 were obtained analytically. The resulting differential equations were 
integrated by the fourth-order Runge-Kutta method. The profit indicator can 
now be evaluated by: 
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9. LAMB A AND DUDUKOVIC Reactors with Immobilized Enzymes 113 

Second Mode of Reactor Operation 

In this mode of reactor operation the exit conversion is kept constant at 
all times, and the flow rate through the reactor is decreased to compensate for 
the loss of enzyme activity. The same enzyme loadings and same feed substrate 
concentrations as in the previous mode are used. The exit conversion, xe, equal 
to the initial exit conversion, xe

l, in the first mode of operation is used, and 
same reactor operating times are considered. 

Analysis of the ISTR. The performance of an ISTR is still described by 
Equations 9 and 10. However, the reactor space time, T c , is no longer constant 
but varies with time while conversion χ is a constant equal to the fixed exit 
conversion xe. Equation 10 can now be integrated directly; 

([l-g(x.)e] Γ /a \ J a
 1 \~|forn = 0 (23) 

lexp [— (xe)9g] for η = 1 

A dimensionless quantity, λ ( 0 ) , proportional to the relative variation in 
flow rate can be defined as: 

m - τ® = y ( e ) ( 2 4 ) 

where is the initial reactor space time obtainable from Equation 9, when 
y = 1 and χ = xe. 

The profit index can be calculated from Equation 25; 

re, 

"ST \EJ W o ' / 1 - v(fl,) (25) 

and takes the form: 

_ fS0\ (Ν \ xe 

v s t - {ε:) W ; ^ ) 

{It1 ^ b(eù -u (* - ϊέϊ]+ h (* - ih); n =0 (26) 
U η = 1 

Analysis of the PFR. The equations describing the performance of a PFR 
can be written (for η = 1) as: 

λ g = ^pyf(x) (27) 

% - -yg(x) (28) 

where 

λ(»> - Ο» ( 2 9 ) 

and Tp1, the initial reactor space time, is given by Equation 16. A numerical 
finite element method was developed to obtain χ(θ,ζ), y (θ,ζ) and λ ( 0 ) (22). 
The reactor was represented by Ν stirred tanks in series, with conversions 
and activities y{(i = 2 . . . N). The method resulted in a set of Ν ordinary 
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114 CHEMICAL REACTION ENGINEERING II 

differential equations for the first Ν — 1 x/s and λ. Activity, yh at various loca
tions was also obtained. 

If it is not necessary to evaluate activity at different positions and if the 
concentration profile within the reactor is not needed, the profit indicator may 
be obtained in a simpler way. If total activity is defined again by Equation 18 
and Equation 28 is integrated along the reactor length, after y has been substi
tuted from Equation 27, the following ordinary differential equation is obtained: 

de τ !
ρ Jo fix) 

(30) 

The integral in Equation 30 is a constant since the limits of integration 
are independent of time owing to the fact that both entrance and exit conver
sions are kept constant. Integrating Equation 27 along the reactor length 
yields an expression for Y; 

vfa\ X W fx* d x 

Y W = * ; J o m 
(31) 

Equation 31 establishes the relationship between λ and Y, the integral being 
a constant. Combining Equations 31 and 30, an ordinary differential equation 
for Y is obtained which can readily be solved to give; 

Υ{θ) = exp 

"ζ. g(x) 
/(*) 

dx 
\ Jo fix) 

The profit indicator can now be calculated from Equation 33; 

(32) 

re, 
/s0\ /Ν \ Jo \(e)de 

" P P " Kb.) KTJ X e ι - ne,) 

which gives: 

Î J P F 
(e°0) 1 

Ν 
fxe girt d x 

Jo f(x) 

(33) 

(34) 

For zero-order deactivation, η = 0, occurring in Equation D l used in this 
work, no dependence on substrate and product concentrations was considered— 
i.e., g(x) ΞΞ 1. Then: 

ΜΘ) - Υ(θ) - 1 -

and the profit indicator is given by Equation 36. 

"pp = (r.) (£) *· ID - î][M(9,) - u { 6 t ~ 1 ) ] + 12u(e' - 1 } ! 

(35) 

(36) 

Results and Discussion 

When the form of the reaction and deactivation rates are given and the 
kinetic constants are known, profit indicator can be evaluated for each reactor 
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9. LAMB A AND DUDUKOV1C Reactors with Immobilized Enzymes 115 

in both modes of operation above. The largest of these four numbers deter
mines the best flow pattern and the better mode of operation. 

In evaluating the profit indicator, 77, in general, five quantities, independent 
of the kinetics, have to be chosen: (1) feed substrate concentration, (2) initial 
enzyme loading, (3) initial exit conversion xe

l, (4) flow rate, and (5) reactor 
operating time 6t. The first two can usually be varied within a narrow range 
and will depend upon a particular process. The initial exit conversion and flow 
rate will then determine the reactor space time, their values being bounded 
by the reactor cost and desired production. When these four quantities are 
fixed, the profit indicator for the second mode of operation is entirely determined 
in first-order deactivation dependence on activity [(D2), (D3), (D4), (D5)] 
and decreases linearly for zero-order deactivation ( D l ) . For the first mode of 
operation the profit indicator depends on reactor operating time. Either a local 
extremum exists (minimum for some of the cases studied), or the indicator 
decreases (observed for most of the cases studied), or increases with the oper
ating time. The desired value of 0 f has to be determined by considering how 
low a final exit conversion may be tolerated. 

The profit ratio (ratio of the two profit indicators for the same mode of 
operation) determines which flow pattern is better in a given mode of operation. 
For the first mode it can be represented as: 

where ?! represents the ratio of ISTR and PFR volumes, P 2 is a measure of 
the ratio of product produced in PFR and ISTR, and P 3 is the ratio of enzyme 
lost in ISTR and PFR. (Px) (P 2) is the ratio of quantities of product produced 
per unit reactor volume for each reactor while (Ρχ) (P 3) yields the ratio of 
amounts of enzyme lost per unit flow rate in the two reactors. 

The profit ratio for the second mode of operation takes the following form: 

Lamba (17) studied the effect of various kinetic parameters on the profit 
indicator for all 20 reaction schemes arising from the combination of reaction 
rates presented in Table I and deactivation rates in Table II. Some of his 
results for the first mode of operation [presented in the Appendix of his M.S. 
Thesis (17)"\ show that the profit indicator can be influenced considerably by 
variation of kinetic parameters. However, the trends favoring one flow pattern 
remain the same except for the substrate inhibition rate expression (R3). 
Changes in activity and exit conversion with operating time 6t for all the cases 
were presented graphically (17). Exit conversions and activities for two reac
tion schemes are presented in Figures 1 and 2. The variation of exit conversion 
and activity with operating time depends mainly on the deactivation equation. 
The activity profiles in the PFR also depend on the deactivation equation, as 
expected. For substrate protected deactivation (D3) the decay of activity near 
the entrance is much smaller than at the reactor end, for product protected 

V ST 
= (P,)(P0(P,) (37) 
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Figure 1. Conversion and activity vs. operating time for first-
order deactivation and reversible Michaelis-Menten rate ex
pression. 1. Conversion in ISTR; 2. activity in ISTR; 3. con
version in PFR; 4. activity in PFR. {Constants used: K 3 = 200, 
Eo = 5 X 10~7, So = 3 X JO"4; K 5 = 0.01, Km = 10+; K6 

= 10-'; Kd = ΙΟ"7.] 

>- ο 
Ν co 0 . 4 0 

4. 
dS 
dt 

K 3 E 

ι + U H L + S 
K l 

-\\ \ _ d E 

dt 

- \ \ 

\ 
\ 

\ ^ \ 

-

3.00 4 . 5 0 0 

DIMENSIONLESS TIME-

Figure 2. Conversion and activity vs. operating time for com
plex deactivation and substrate inhibited rate expression. 1. 
Conversion in ISTR; 2. activity in ISTR; 3. conversion in PFR; 
4. activity in PFR at entrance; 5. activity in PFR at middle; 6. 
activity in PFR at exit. [Constants used: Ks = 2 X JO5; Kt = 
10~3; So = 3 X 10-'; E0 = 5 X 10~7; Km = 10~Α; Kd = 10~7; 

A = 7.2 X 10-'; Β = 1.5 X 10"'; C = 1.85 Χ 10~'.] 
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9. LAMB A AND DUDUKOVIC Reactors with Immobilized Enzymes 117 

deactivation (D4) the opposite is true, while the decay of activity is uniform 
throughout the reactor for zero ( D l ) and first-order deactivation (D2). 

Figures 3 and 4 illustrate the change of the profit indicator (index) and 
the profit ratio with final exit conversion—i.e., with reactor operating time. 
Other cases show similar behavior, the profit ratio either monotonically de
creases with operating time or shows a local minimum. For a given deactivation 
equation only Px will change considerably with the type of the substrate reaction 
rate while P 2 and P 3 remain almost constant. For the high initial exit con
version of 0.95, values of Pt were generally large (2 to 5) while the values of 
P 3 were around 1.2. P 2 values were considerably less than 1 (from 0.33 to 
0.67) for product protected deactivation (D4), first-order deactivation (D2), 
zero-order deactivation ( D l ) ; close to 1 for the complex deactivation expres
sion (D5), and slightly above 1 for the substrate protected deactivation (D3). 
For the last type of deactivation (D3) the PFR seems inherently better than the 
ISTR. The profit ratio is larger than 1 for most of the cases considered, indicat
ing a better performance of the PFR. However, for zero-order deactivation 
(Dl ) and substrate inhibition (R3) the profit ratio falls to 0.65-0.91 although 
Pt varies between 1.53 and 2.16. For this particular rate expression (R3) one 
can select such values of kinetic parameters for which Px is less than 1, thus 
possibly influencing the profit ratio for various deactivation rates. An example 
was constructed using the rate (R3) with first-order deactivation (D2), show
ing that when P1 is low (Px = 0.61) the profit ratio favors the ISTR (p 1 = 
0.63). 

FINAL SUBSTRATE CONVERSION 

Figure 3. Profit indicators and profit ratio vs. final substrate exit conversion 
for first-order deactivation and reversible Michaelis-Menten rate expression 

The two reactor models and two modes of operation are compared in 
Table III. Those values of kinetic constants were used which yield the highest 
profit indicators (17). The initial exit conversion was fixed at 0.95 and the 
final one at 0.40 for the first mode of operation. Exit conversion of 0.95 and 
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Figure 4. Profit indicators and profit ratio vs. final substrate exit conversion 
for complex deactivation and substrate inhibited rate expression 

Table III. Comparison of the Two Modes 
Substrate Consumption Equation 

Enzyme Deactivation 
Equation Mode KES KES 

K m + S S + K m + KmP/Ki 

KdE 

KdE/S 

KdE 
K' + Ρ 

AP 
\B +P 

KéE y ^ + cp] 

KdE 

KdE/S 

KdE 
K' + Ρ 

AP 
\B + Ρ 

KAE (^ψ^ + CP) 

ISTR Profit Indices 

I 2.03 Χ 103 9.83 Χ 102 

II 1.28 Χ 103 5.61 Χ 102 

I 8.65 Χ 109 4.69 Χ 109 

II 9.30 Χ 107 2.20 Χ 109 

I 2.72 Χ 105 2.99 Χ 106 

II 3.40 X 10* 3.14 X 10* 
I 2.31 Χ 106 2.50 Χ 106 

II 1.35 Χ 103 1.22 Χ 106 

I 3.91 Χ 1013 4.20 Χ 1013 

II 1.63 Χ 1013 1.48 Χ 1013 

PFR Profit Indices 

I 4.96 Χ 103 3.46 Χ 103 

II 4.38 Χ 103 2.80 Χ 103 

I 1.51 Χ 1010 1.14 Χ 1010 

II 1.38 Χ 1010 9.30 Χ 109 

I 1.18 Χ 106 1.67 Χ 106 

II 4.53 Χ 105 5.07 Χ 105 

I 3.06 Χ 106 4.70 Χ 106 

II 2.92 Χ 106 4.08 Χ 106 

I 1.46 Χ 1014 2.01 Χ 106 

II 8.00 Χ 1011 9.80 Χ 1012 

Κ = 2 Χ 10"3 Km = 1 X 10"4 

Km = 5 X 10"5 Κ - 2 Χ 103 

Κι = 1 X 10~3 

e So = 3X10-<; Eo = 5 X 1 0 - 7 ; Kd = 1 X 10~7. 
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9. LAMB A AND DUDUKOVIC Reactors with Immobilized Enzymes 119 

the operating time corresponding to the one in the first mode were used in the 
second mode. For a given reaction rate and deactivation equation with fixed 
kinetic parameters the four profit indicators in Table III provide the informa
tion about the best flow pattern and more favorable mode of operation. 

Conclusions 

A method is developed to compare the performance of two ideal reactors 
subject to enzyme deactivation. The amount of product produced per unit of 
enzyme lost by deactivation is chosen as a measure of reactor efficiency. This 
quantity, the profit indicator, is evaluated for each reactor and two different 
modes of operation. The ordinary differential equations describing the ISTR 
can be integrated directly while the partial differential equations for the PFR 
can be reduced to readily integrable ordinary differential equations by an 
integral transformation. This powerful method provides the information neces
sary to evaluate PFR performance. Alternative numerical techniques are devel
oped to evaluate activity and conversion profiles within the PFR. 

The ratio of two profit indicators for a fixed mode of operation may be 
as high as 6 (for the cases considered), and the performance of the same 
reactor in two modes of operation may differ by a factor of 2. Thus, the choice 
of a proper flow pattern and mode of operation is important for systems subject 

of Reactor Operation for ISTR and P F R e 

Substrate Consumption Equation 

ξ& K 3 ES - K 5 E P 
1 -j- -|- —- S + K m + K 3 P 

ISTR Profit Indices 

1.16 Χ 103 

7.12 Χ 102 

5.38 Χ 1010 

2.74 Χ 109 

3.38 Χ 105 

3.90 Χ 104 

2.89 Χ 106 

1.52 Χ 106 

4.77 Χ 1013 

1.82 Χ 1013 

PFR 

1.16 Χ 102 

7.00 Χ 101 

5.53 Χ 108 

2.74 Χ 108 

3.46 Χ 104 

3.90 Χ 106 

2.96 Χ 105 

1.52 Χ 105 

4.90 Χ 1012 

1.83 Χ 1012 

Indices 

3.48 Χ 103 

2.98 Χ 103 

1.08 Χ 1010 

9.50 Χ 109 

1.67 Χ 109 

5.76 Χ 1011 

4.40 Χ 106 

4.08 Χ 1012 

2.03 Χ 1014 

1.07 Χ 1018 

Kra = 1 X 10"4 

K* = 2 Χ 103 

Kx = 1 Χ 10"3 

3.78 Χ 103 

3.15 Χ 109 

1.21 Χ 109 

1.02 Χ 105 

1.81 Χ 105 

5.94 Χ 104 

4.95 X 10s 

4.44 X 103 

2.19 Χ 1013 

1.12 Χ 10*1 

Km = 1 X 10"4 

Κι = 2 Χ 102 

Kb = I X 10"2 

K6 = 1 X 10~3 
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120 CHEMICAL REACTION ENGINEERING II 

to enzyme deactivation. Although the PFR seems to be superior to the ISTR 
for most of the cases studied, the opposite can be true for a certain type of rate 
expression—e.g., substrate inhibition. The superiority of the first mode when 
the flow rate is kept constant cannot be taken for granted either. For a given 
reaction rate and for the known type of enzyme deactivation the evaluation of 
the profit indicator will establish the superior flow pattern and the better mode 
of operation. 

Nomenclature 
A reactor cross-sectional area; deactivation constant 
Β deactivation constant 
C deactivation constant 
Ε enzyme concentration; enzyme activity 
E0 initial enzyme concentration 
/ ( S ) concentration dependence of the reaction rate 
f(x) conversion dependence of a dimensionless rate 
_ expression 
g ( S ) concentration dependence of the deactivation rate 
g(x) conversion dependence of a dimensionless deactiva

tion expression 
ΚΛ deactivation rate constant 
K' deactivation constant 
K, Kl9 K2, Ks, K 4 , K 5 , K_! reaction rate constants 
Km Michaelis constant 
L reactor length 
m constant; power of activity in the rate expression 
Ν constant used to define dimensionless time 
η constant; power of activity in the deactivation 

expression 
Pl9 P 2 , Ρ s constants 
ρ profit ratio 
q flow rate 
ra deactivation rate 
r§ reaction rate 
S substrate (reactant) concentration 
S 0 substrate (reactant) concentration in the feed 
t time 
tt reactor operating time 

u(t — fl)=|i^>fl Heaviside s unit step function 
V reactor volume 
x fractional conversion of substrate 
xe exit conversion 
Xf} initial exit conversion 
Y total activity; average activity in PFR 
y activity; fractional activity 
Ζ distance along the reactor length 
ζ dimensionless distance 

Greek Letters 
η profit indicator 
θ dimensionless time 
9f dimensionless reactor operating time 
λ dimensionless flow rate 
τ space time 
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9. LAMB A AND DUDUKOVIC Reactors with Immobilized Enzymes 121 

Subscripts 

Ρ 
P F 
S T 

c ideal stirred tank reactor 
plug flow reactor 
plug flow reactor 
ideal stirred tank reactor 

Superscripts 

I 
II 

initial 
first mode of operation 
second mode of operation 
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Description of Polymerization Dynamics by 
Using Population Density 
D. C. TIMM and J. W. RACHOW 

Department of Chemical Engineering, University of Nebraska, 
Lincoln, Neb. 68508 

Molecular distributions for chain-growth polymerizations are 
described in terms of a model based on conservation of popula
tion, a lumped parameter model. In the area of experimental 
analysis, theoretical relationships readily yield to grapical inter
pretation. Steady-state macromolecular distributions for poly
styrene as functions of degree of polymenzation, initiated by 
n-butyllithium and by 2,2-azobisisobutyronitrile, correlate. Po
lymerization dynamics are simulated by using the method of 
characteristics. Transient response surfaces for an anionic, batch 
polymerization of styrene are such that a single integration is 
required. Step responses to perturbations in residence time are 
simulated for a free radical polymerization of vinylidene chloride 
in a continuous, well mixed tank reactor. 

Standard procedures for simulating molecular distributions, including num
ber and mass fractions, as functions of degree of polymerization and time 

are quasi-steady-state approximation (1, 2, 3), Eigenzeit transformation (4), 
Ζ transform (5, 6, 7), generating functions (8, 9), and direct integration (10, 
11). The intricacy of relationships is such that the implementation of molecular 
distribution data explicitly into kinetic analysis has yet to be developed. Pub
lished work (12, 13, 14) demonstrates the complexity of simulating molecular 
distributions given kinetic rate information a priori. Experimental techniques 
for updating kinetic mechanism subject to molar or mass distributions of resin
ous materials have not been reported. 

The major objective of this research is to develop an alternative analysis, 
one which is amenable to interpretation of experimental data as well as numeri
cal simulations. Population density analysis results in working expressions that 
yield to graphical interpretation, including free radical and carbanion polymeri
zation mechanisms. Experimental verification is included. Dynamic response 
surfaces for batch and continuous modes of reactor operation are simulated by 
using the method of characteristics. 

Molecular Distributions 

Resinous materials are comprised of macromolecules distributed according 
to degree of polymerization. Traditionally, the distribution is discrete, being 
defined only for integer values of degree of polymerization. As shown later, 

122 
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10. τίΜΜ AND RACHOW Polymerization Dynamics 123 

distinct advantages exist for a description in terms of a continuous independent 
variable. Population density is defined implicitly by the integral 

n~k A(n,t) dn = N(k,t) - N(j,t) (1) 

where the continuous variables A(n,t) and N(k,t) are the differential, molar 
distribution and the integral, molar distribution, respectively. Population 
density is defined explicitly by 

A(n,t) = dN(n,t)/dn (2) 

Thus, population density is the slope of the continuous cumulative molar dis
tribution, evaluated at a specific degree of polymerization and time. The 
physical significance of the differential distribution, Equation 2, and the cumu
lative distribution, Equation 1, will be exemplified in the following derivations. 

A Carbanion Polymerization. Styrene will polymerize by the following 
carbanion mechanism (15, 16, 17) if initiated by n-butyllithium : 

Initiation 

Propagation 

I y <=± y A ο KA 

Αο + Μ Αχ Κι 

Αι + Μ -> At Κρ 

Association 
kf 

Α0 + Αι<=± Αο — Αι Keq = γ 

Α0 + Α»<=± Α0 — Αι Αι -f- Αι «=* Αι — Αι Α2 — Α2 

Αο + Α-i <=± Αο — Αζ Αι + Α2 τ± Αι — Α2 Α2 + Α2 τ± . . . . 

Associated complex Α,· — Ak is inert toward the incorporation of monomer. 
The association number y has been reported to be from 2 to 7 (15, 16, 18, 19). 

A method for determining rate constants subject to observations of mea
surable quantities, including n-butyllithium concentration, styrene concentra
tion, molecular distributions, and temperature, is now demonstrated. The 
formulation is analogous to other particulate systems (20, 21). The basic 
approach will be that of a deterministic solution obtained by kinetic analysis. 

Basic Conservation Equations. The first step of the analysis is to develop 
conservation equations for growing, unassociated molecular species having a 
degree of polymerization η to η + Δη, subject to stoichiometric constraints. 
The principle of conservation of population results in the following relationship 
for well mixed tank reactors: 

Δη !
Λ Γ /*η + Δπ -ι /»η+Δη 

It l V J r Α ( η > 1 ) d n \ = Q J iMn,t) - A(n,t)] dn 
+ VKP M(t) A(n,t) — V Kp M(t) A(n + Δη,Ο 

Χη + Δη /»<» 
A(n,t) dn J A(n,t) dn 
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124 CHEMICAL REACTION ENGINEERING II 

To summarize, the first term is the molar rate of accumulation of unassoci-
ated polystyryl anions within the reactor, the second is their rate of change 
caused by bulk fluid flow, the third and fourth are flux rates across degree of 
polymerization boundaries resulting from propagation kinetics, and the fifth and 
sixth result from the rate of association and disassociation of polystyryl anions. 

The kinetic mechanism implies that a flux rate across the boundaries η 
and η + An resulting from propagating carbanions is proportional to the prod
uct of molar concentrations of carbanions at specific degrees of polymerization, 
A(n,t) and A(n + An,t)> respectively, and of monomer M(t). The rate of 
bimolecular association within the degree of polymerization interval is propor
tional to the molar concentration product of polystyryl anions contained within 

that interval, / A(n,£) dn, and the total, cumulative molar concentration 
J η 

/
CO 

A(n,t)dn. The rate of formation of polystyryl anions 
of required size by dissociation is proportional to the concentration of com
plexes that contain a molecule of required size as one of the associated pairs. 
The molar concentration of these complexes is expressed by the double integral 

' / C(x,nt)dxdn. The constraint η > 1 temporarily removes 
η * / x — 0 

initiation kinetics from the analysis. In addition, rate constants are assumed to 
be independent of molecular size. Equation 3 is simplified to: 

I \VA(n,t)} - Q Mi(n,0 - A(n,t)} 

/
co /» CO 

A(n,t) dn + V krj C(n,x,t) dx 
Utilizing the definitions of a derivative and residence time and the constraint of 
constant volume the above expression may be simplified to 

A(n,t) + Kp M{t) A A(n,t) + j i + ft, Α Τ ο τ ( θ | A(n,t) dt 
(4) 

» \ Ai(n,t) + kr C(n,t) ; η > 1 
θ 

where f A(n,t)dn = AT0T(t) and f C(n,x,t)dx = C(n,t). Equation 

4 is the desired expression relating population density of unassociated car
banions, polymerization kinetics, time, degree of polymerization, and environ
mental factors. A boundary condition may be obtained from the principle of 
conservation of population, applied at η = 1. 

0 \ί \jfi + H A ( 7 l ) t ) dn] = Qfi + U [ A l ( n , t ) " A ( n ' t ) ] d n 

+ V Κι 7(0 M{t) — V Kp M(t) A(l + An,t) 

/
1 + Δη ri + Δη ) 

A(n}t) dn + V krJ C(n,t) dn> 
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10. τίΜΜ AND RACHOW Folymenzation Dynamics 125 

In the limit, 

A (1,0 = Κι I{t)/Kp (5) 

Molar conservation equations of monomer and initiator define these time-
dependent coefficients: 

jjga _ *,(o - * ( ο _ Κ ρ Μ { ι ) Α τ ο τ ( ι ) ( 6 ) 

dhj^f) = /.T p,i(t) - Iexp(t) _ R i I ( f ) M { t ) ( 7 ) 

The total, cumulative molar concentration of unassociated polystyryl anions is 
derived by integrating Equation 4 with respect to degree of polymerization: 

fœ dA(n,t) , . v r œ dA(n,t) , 

= l fœ Ai(n,t) dn + kr f"3 C(n,t) dn 
θ J l Jo 

This equation may be simplified by applying the Leibnitz rule to the first term, 
integrating the second term, and subsequently utilizing Equation 5 to eliminate 
A(l,t). For a convergent solution Α ( ο ο , ί ) = 0. The resultant expression is 

jt Ατοτ(0 = Κι 7(0 M(t) - [ ^ + kt Α Τ ο τ ( θ ] Α Τ ο τ ( 0 

(8) 

+ I At(n,t)dn + 2kr CTOT(0 
f 00 

The total molar concentration of all associated complexes is CT0T(t) = Vz J 
C(n,t)dn. The factor % is necessary because this surface is symmetric, 
A,; — Ak = Ak — Aj, and unique reactions only are required. 

The population density of associated polystyryl anions C(n,t) which con
tain one molecule of specified degree of polymer may be derived by procedures 
analogous to that leading to Equation 4. The resultant expression is 

dC{n,t) 
dt + Qj+ fc) C(n,t) - + kt ATOT(0 A(n,t) (9) 

In experimental investigations, the reaction is quenched with water or alcohol, 
resulting in the annihilation of unassociated and associated polystyryl anions. 
The resultant molecular distribution, determined by gel permeation chromatog
raphy, will be comprised of macromolecules originating from associated com
plexes and from free anions. Thus, the measured population density is 

T(n,t) « A(n,t) + C(n,0 

by Equations 4 and 9 

+ K v M(t) * £ 0 + J T(n,t) = ) Τ,ΟΜ) 
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126 C H E M I C A L REACTION ENGINEERING II 

If polystyryl anion association phenomenon is at equilibrium (15, 16): 

C(n,t) = Keq ATOT(t) A(n,t) 

T(n,t) = [1 + Keq ATOT(01 A(n,t) 

Ττθτ(0 = [1 + Keq -Ατθτ(01 ^TOT 

and 

thus 

and 
(10) 

dT(n,t) 
dt + 

Equations 4-11 define polymerization dynamics in a well mixed tank reactor, 
subject to stated assumptions and constraints. The utility of the model will 
now be demonstrated. 

STEADY S T A T E E V A L U A T I O N . Steady state, isothermal, continuous polymeri
zations were used experimentally to test proposed methodology. Only monomer, 
solvent, and initiator were fed to the reactor, so Τ{(η,ί) = 0. The steady state 
population density distribution obtained from Equation 11 is simply: 

T(n,ss) - T(l,ss) exp j - j^- r(ss) 
M(ss) i4ToT(ss) (12) 

100 300 
n-1 

Figure 1. Steady-state molar distribution, n-butyllithium 
initiator 

Figure 1 is representative of experimental distributions. Thus, there is excellent 
agreement between theoretical and experimental distributions. Procedures for 
determining population density T(n,ss) and TT0T(t) from gel permeation 
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10. τίΜΜ AND RACHOW Polymerization Dynamics 127 

• 8 r 

Ό 01 02 
T T O T(ss)/(eM(ss) (-slope )) 

Figure 2. Determination of rate constants KP 

and Keq 

chromatography are detailed by Rachow (22). 
The rate constants associated with propagation and dimeric associa

tion, K p and Kgq, respectively, may now be evaluated, utilizing (—slope) = 

^ 0 T ^ S ^ — τ — r The latter may be solved explicitly for A T 0 T ( s s ) and 
0KpM(ss) ATOTÎSS) 
substituted into Equation 10. After linearization, 

0M(ss) (-slope) - ± +ψ\ r(ss) 
Kp ^ Kp

2 θ M(ss) (-slope) 
(13) 

Experimental data are presented in Figu/e 2, substantiating the procedure. 
The intercept T(l,ss) and initiator concentration provide data for the 

evaluation of the initiation mechanism. Specifically, 

T(l,ss) = Κι 7,
TQT(SS) /(SS) 

Κ ρ ATOT(SS) 

Experimentally determined n-butyllithium concentrations are the sum of the 
unassociated and associated molecules. 

Iexp = y [Iy] + A ο 

If the initiator is predominantly associated, A 0 < y [ i y ] , then 
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128 C H E M I C A L REACTION ENGINEERING II 

1 TOT(SS) L y J 

Experimental data at 5 0 ° F are presented in Figure 3. The association number 
y is nearly 3. 

Research in progress will exemplify these preliminary observations. How
ever, they do demonstrate a practical experimental application which incorpo
rates molecular distribution analysis into a kinetic evaluation. The simplicity 
of working expressions is self-evident. 

B A T C H R E A C T O R D Y N A M I C S . Published descriptions of differential, molar 
distributions are complex, nonlinear functions. The following relationship has 
been derived (23), utilizing a discrete, degree of polymerization model: 

KP d T 2 

V ^ T O T ( ^ 2 ) 2Ke 

\V2KZJXI VÎTTOT(TÎ)/ / 

where the Eigenzeit transformation is dr = M(t)dt. Thus to describe the 
molecular surface, numerous integrations at specific degrees of polymerization 
must be performed. The significance of the factorial and power can only be 
appreciated with the realization that the degree of polymerization ; exceeds 
many thousands for commercial grades of polystyrene. 

The population density surface, on the other hand, may be evaluated by 
exact solutions coupled with a single, simple integration (24). Subject to the 
operational constraint of a batch reactor and the Eigenzeit transformation, 
Equation 11 simplifies to 

* y + i + * g ; M * y - ° ( i 5 ) 

θτ 1 H- A e q A TOT (τ) θτ 
The initial macromolecular distribution is T(n,0). If experimental conditions 
yield predominately unassociated initiator, the boundary condition, Equation 
5, with the aid of Equations 7 and 10 is simply 

Γ ( 1 ' τ > = 1 + κ" 4 ( 0 ) β Χ Ρ ( " K l T ) ( 1 6 ) 1 + A e q A. TOT (τ) 

Solving the partial differential equation by the method of characteristics 
(25, 26), the following relationships describe the population density surface: 

dT(n,x) = 0 ( 1 8 ) 

ds 

dn Κ 
ds 1 + A~ e q A TOT (τ) 

(19) 

The dependent variable A t o t ( T ) may be evaluated in terms of Τ τ ο Τ ( τ ) , 
Equation 10. Therefore, Equation 15 is initially integrated with respect to 
degree of polymerization and Equation 16 is used to eliminate Τ ( 1 , τ ) , yielding: 

Ττοτ (τ) = T T OT (0) + 7(0) [1 - exp (- Κιτ)] (20) 
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10. τίΜΜ A N D RACHOW Polymerization Dynamics 129 

l o g d e x p ) 

Figure 3. Determination of Ki(Ka/y)1/v 

Utilizing Equation 10: 
Λ ( ^ - 1 + V l + e q Ττοτ (τ) , 9 * 

Λ Τ Ο Τ (τ; = κ*ι) 

4ly eq 
For a characteristic emanating from the initial condition plane, suitable 

initial conditions for Equations 17-19 are s = 0, τ = 0, T(1,0) (see Figure 4). 
The characteristic equation maintains a constant magnitude Γ (1,0); its reflec
tion onto a constant Τ(η ,τ ) = 0 plane is determined by integrating Equation 
19, utilizing dr = ds. 

The remainder of the surface can now be generated without additional 
integration by using explicit relationships. Each trajectory emanating from the 
initial condition plane will be of constant height (Equation 18), as specified by 
the initial macromolecular distribution Τ ( η , , 0 ) . Their reflections onto the 
plane Τ(η ,τ ) = 0 will remain a constant distance, η ( τ ) + n ; = η ; ( τ ) , from 
the previously generated η ( τ ) curve. Sufficient trajectories are rapidly gen
erated to define that portion of the surface that results from the initial macro-
molecular distribution of polystyryl anions. 

The population density surface resulting from initiation kinetics is gen
erated by a similar procedure. Trajectories emanating from the boundary con
dition plane have magnitudes Τ ( Ι , τ , ) as determined by Equation 16. Their 
reflections onto the plane Τ(η ,τ ) = 0 will again be of constant distance from 
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130 CHEMICAL REACTION ENGINEERING II 

the originally generated η ( τ ) curve. Sufficient trajectories to describe the sur
face are generated. Intermediate points may then be determined by interpo
lation. For the case y 1, numerical integration will yield the boundary 
condition Τ(1,τ) and the total molar concentration Τ τ ο τ ( τ ) . 

Figure 4. Response surface, living polymer 

Free Radical Polymerizations 

Population density will now be shown to be an effective variable for 
simulating and for experimental interpretation of free radical polymerizations. 
A representative mechanism is: 

Initiation / - » 2 A 0 Κι 
Propagation Ai + M —> Aj+1 
Transfer solvent Ai + S^Pi +A0 κ* 

monomer Ai + M -*Pi + A0 
Ktm 

Termination 
disproportionation Ai + A* -> Pi + Pk Ktd 
combination Ai + Ak -> Pj+k Ktc 

The reactivity of radical fragments generated in transfer reactions is assumed 
to be equal to that of primary radicals formed by initiation kinetics. Through 
basic conservation of population laws, the following relationships may be 
developed: 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

01
0

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



10. τίΜΜ AND RACHOW Polymerization Dynamics 131 

a^pO + K p M ( i ) sA^t) + J1 + [ K t d + R t c ] Α ύ ο ύ { 1 ) 

+ Kts S(t) + X t m Μ ( θ | A(n,i) = ^j^-

(22) 

αΆτοτ(0 
eft 

Λ /π A 2Ki//(Q + {KfSg) + g t o M(0} ATOTW m s A (0,0 - (23) 

« - ; M i i ) - [K, + Ktm] Mit) ΑτοτίΟ (24) 

j g O . / . ( Ο - / ( Q ( 2 5 ) 

at 0 

+ I AtotU) + [Κ* + Kti] [ATOTW]' = f*AAn,t) d n + 2 ' Α'' /(ί) ( 2 6 ) 

οι θ V JX-0 
(27) 

+ [fftd Α Τ ο τ ( 0 + #ts 5(0 + Ktm Μ(0] Α(η,0; η > 0 

Χ 00 
A(n,t)dn. 

The term corresponding to the rate of termination by combination in Equation 
27 includes all distinct, alternative reactions by which two smaller macroradicals 
may couple to form a single, cessated polymer molecule. 

Steady State Polymerization of Styrene. Steady state distributions of 
macroradicals and terminated polymer molecules is readily obtained from 
Equations 22 and 27. If Α^η,ί) = T^nj) = 0 for polymer-free feed, then 

\ \ + [tftd + tftJ A TOT(SS) + Kts Siss) + Ktm Miss) [ 
A in,s) = A (0,ss) exp i - θ- — ^ η Γ (28) 

( Kp Miss) ) 

P g g _ θ jnX T C A (0 , S S ) + κ ^ Α τ ο τ ( 8 8 ) + S ( M ) + K t m M ( s g ) J ( 2 9 ) 

The experimentally measured distribution will be comprised of macroradicals 
and terminated polymer molecules: 

T(n,0 = Ain,t) + P(n,0 (30) 

For polystyrene initiated with 2,2-azobisisobutylronitrile, the following numbers 
are representative of kinetic parameters and steady-state concentrations (12). 

= 1.4 X 10~4/sec Miss) =2.4 molar 

KP = 4.4 Χ 102 liter/mole sec iS(ss) =7.4 molar 

K« = 2.9 Χ 10"3 liter/mole sec J(ss) = 0.0152 molar 

Ktm = 3.2 Χ ΙΟ"2 liter/mole sec temp. = 80°C 

Ktc = 1.2 Χ 108 liter/mole sec θ = 3600 sec 

Ktd = 0 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

01
0

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



132 CHEMICAL REACTION ENGINEERING II 

-12c-

-13 

CO 
to 

CD 
o -14 

-15. .ΐ-
'Ο 400 800 1200 

η 
Figure 5. Molecular distribution, AIBN initiator, styrene 

Therefore, 

1 
θ 

= 0.0003; [Ktd + Ktc] ATOT(SS) = 15.2; K t e S (ss) - 0.02; 

K t m M(ss) = 0.08; at η - 10, η Α ^ Α ( 0 , 8 8 ) . L 1 

Thus for η > 10, 

m, χ 4/Λ χ Γι ι 0 K t e 4(0,ss)nl / K t c AToT(ss)n\ 
Γ(η, Β) = Λ(0,«) [1 + J e x p ( " g p M ( S S ) j 

Ktc ^TQT(SS) η I 

A good approximation is, if η > 10, 

T(n,ss) 0 K t«4 2(0,ss) 
exp - K p M(ss) (31) 

Thus, population density analysis provides a relationship which readily yields 
to graphical interpretation and which is a much simpler relationship than a 
Flory-Schultz description. Experimental data (27) are summarized in Figure 
5, subject to the constraint of neglecting population densities of oligomers. 

To evaluate kinetic constants, the additional relationships of measurable 
quantities are: 

Population distribution of macromoleeules ( — slope) = ^ j ^ ^ g ^ 

intercept = θ K t c 42(0,ss)/2 
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Initiation kinetics 

Styrene concentration 

Macroradical concentration 

A(0,ss) « 

Min(ss) — 

2Ki /(ss)/ 
Κ Ρ M (se) 

M (es) » # D An r(ss) 
M(ss) θ 

XpM(ss) A(0,ss) = KtcAToT(ss)2 

This set of five equations provides a means for the determination of five 
unknowns (three rate constants, population density of primary free radicals, 

- 7 r 

- 8 

c 
<-10 
CD 
Ο 

-11 

-12 

0 

— 

100 

200 

3 00 

. 4 0 0 

- - ~ - _ 5 0 0 
ι I 

0 1 2 3 
t, hrs 

Figure 6. Free radical dynamics, AIBN initiator, 
polyvinylidene chloride 

plus total, cumulative, molar concentration of free radicals). The rate con
stants can be determined graphically, similar to the procedure detailed for 
carbanions. Experimental research is being conducted, based on the above 
model. 

Polyvinylidene Chloride Dynamics. Rate constants for vinylidene chloride, 
initiated with AIBN, are (I, 28) : 

Κι = 1.6 X 1016exp (-15,500/T)/sec 

Kp = 1.0 X 1016 exp (-12,500/T) liter/mole/sec 

- 1.0 X 1030 exp (-20,000/T) liter/mole/sec 

Ktd — Ktm = KtB ~ 0 

Subject to the quasi-steady state constraint, the method of characteristics yields 
this set of equations for the solution of Equations 22 and 27: 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

01
0

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



134 CHEMICAL REACTION ENGINEERING II 

- 5 

-6 

5 "7 
CL 

CD 
Ο 
- - 8 

- 9 

-10 
0 2 4 6 

t, hrs 
Figure 7. Cessated polymer dynamics, AIBN initiator, 

polyvinylidene chloride 

dt/ds = 1.0 

dn(t)/dt = Kp M(s) 

dA(n,t)/dt = A ï { n , t ) 7 A ( n , t ) - Ktc A(n,t) Α Τ ο τ ( 0 θ 

dP(nht)/dt = P i ( n ? , ° 7 P ( 7 l j , t ) + Ktc fX'ni'2 A{nj - x,t) A(x,t) dx 
θ Jx-ο 

Coupled with the differential equations defining monomer, initiator, and total 
activamer concentrations, the polymerization dynamics in Figures 6 and 7 were 
obtained. Initially, the system was at steady state. A step change in residence 
time was the forcing function. The simulation was programmed by IBM system 
360 continuous system modeling program (CSMP). The simulation time was 
less than 1 min for a maximum degree of polymerization of 3000. The majority 
of this time is required simply in activating the CSMP package, an analog 
computer simulator. 

Discussion 

The principle of conservation of population yields distributed parameter 
equations subject to the constraint of a continuum. Solutions are readily 
obtained utilizing the algorithm, method of characteristics. Trajectories are 
exponential decays for mechanisms with termination, and time invariant for 
mechanisms without annihilation. Traditional descriptions, constrained by dis
crete molecular weight models, result in a set of lumped parameter equations. 
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Subsequent solutions at constant degrees of polymerization follow tortuous 
paths, resulting in complex mathematical descriptions (13, 14, 23). 

Experimental data presented confirm theoretical descriptions. Numerical 
simulations demonstrate the utility of the technique. Complex, repetitive inte
grations have been reduced to a single integration, one that could be performed 
by graphical techniques. 

Future developments will allow the union of sophisticated molecular analy
sis techniques incorporating gel permeation chromatography with a powerful 
simulation tool, population density analysis. Systematical study of commercial 
equipment will result in control systems drastically improving operation and 
will allow for polymerization in regions which are presently dangerous. Such 
will significantly increase efficiency, i.e., allow greater conversion, yield products 
of uniform specifications, and, in some cases, make possible nonexistent but 
desirable new products. 

Nomenclature 

A 0 Free n-butyllithium 
A(n,t) Activamer population density (free radical or ionic intermediates that 

contain η styrene molecules ), moles/liter 
Ai(n,£) Activamer population density in feed, moles/liter 
A T O T ( t ) Total molar concentration of activamers, moles/liter 
C(n,t) Cumulative population density of associated complexes containing 

material of degree of polymerization n, moles/liter 
C(n,x,t) Population density of associated complexes containing a paired mole

cule of degree polymerization n, moles/liter 
C T 0 T ( f ) Cumulative molar concentration of complexes before quenching, 

moles/liter 
/ Fraction of radicals formed that produce macroradicals 
Z e x p Experimentally measured n-butyllithium concentration, moles/liter 
I ( t ) Initiator concentration, moles /liter 
ΙΛ ( t ) Initiator concentration in feed, moles/liter 
/, k Integer degree of polymerization, 0, 1, 2, 3 . . . 
kt, Kv 

K t c , Ktd Bimolecular rate constants, liters/moles/sec 

K T , fcr Monomolecular rate constants, liters/sec 
K e q Equilibrium rate constant, liters/moles 
K a Equilibrium rate constant 
Ν (n,t) Cumulative molar concentration variable describing macromolecular 

material of degree of polymerization η and smaller, moles/liter 
η Continuous degree of polymerization 
M ( t ) Monomer concentration, moles/liter 
M{(t) Monomer concentration in feed, moles/liter 
P(n,t) Population density of naturally terminated free radicals, moles/liter 
Ç Solvent flow rate, liters/hr 
s A characteristic path 
ss Steady state 
Τ Temperature, °K 
T(n,t) Population density of polymer after quench, moles/liter 
t Time, hr 
V Volume of reactor, liters 
y Association number for n-butyllithium 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

01
0

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



136 CHEMICAL REACTION ENGINEERING II 

Creek Symbols 

Δ Difference operator 
Θ Residence time, θ = V/Q, sec 
τ Eigenzeit transform, moles/liter/sec 
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The Conjugate Dehydrogenation of 
Hydrocarbons 

M. F. NAGIEV and T. M. NAGIEV 

The Institute of Theoretical Problems of Chemical Technology, 
29 Narimanov Ave., Baku-73, USSR 

In the oxidative dehydrogenation of hydrocarbons by chemical 
induction in a chain reaction (without catalyst in a homogeneous 
medium) the concentration of active centers in the reaction mix
ture can be increased. A new method of hydrocarbon dehydro
genation—conjugate dehydrogenation—was developed where 
H2O2 is a reagent. The reaction is highly selective and gives 
high yields of valuable monomers from cheap, readily available 
raw materials. Apparatus and technology are simpler than those 
now used. Two overall reactions occur, one of which (dissocia
tion of H2O2) induces the other (dehydrogenation of RH by 
H2O2). A new type of radical displacement reaction is proposed 
such that if two final products and a free radical are formed, the 
latter can be more active than the initial free radical. 

Unsaturated hydrocarbons are produced by thermal and catalytic dehydro
genation and by catalytic oxidative dehydrogenation of the appropriate 

hydrocarbons. Further growth of the production of these unsaturated com
pounds depends on improving the efficiency of existing industrial processes and 
developing new, more effective processes of oxidative dehydrogenation. 

Chemical reaction rates, as is well known, can be considerably increased 
either by creating a new chain conversion of reactants or by new, more efficient 
catalysts. Unfortunately, oxidative dehydrogenation of hydrocarbons via chain 
reactions—a potentially attractive method—has not yet been used on a large 
scale. Chemical reactions can also be considerably accelerated when one can 
increase the concentration of active intermediate species by other reactions. 
Such reactions, in which one induces the second, are called conjugate. Applica
tion of this concept, chain reaction with chemical induction, to the oxidative 
dehydrogenation of hydrocarbons could lead to results of great scientific and 
practical importance. 

Our investigations were done to develop new heterogeneous and homo
geneous processes, using hydrogen peroxide as an oxidizing agent, for pro
ducing monomers important in the chemical industry. Here we consider the 
production of alkenylbenzenes. Studies in this area have resulted in a basically 
new method of conjugate dehydrogenation of alkyl aromatic hydrocarbons in 
which an aqueous solution of hydrogen peroxide is used as an oxidant. 

137 
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Conjugate Dehydrogenation of Ethylbenzene Using Hydrogen Peroxide 

The reaction of conjugate dehydrogenation of alkylbenzenes (ethylbenzene 
in particular) was done in a quartz flow reactor with a reaction zone 5 cm 
long and a diameter of 1.6 cm (for details, see Refs. 1, 2). The principal feature 
of the reactor is the fact that H 2 0 2 is supplied to the reaction zone as a gas 
without preliminary mixing with ethylbenzene. H 2 0 2 did not decompose before 
entering the reaction zone because of a high linear rate of hydrogen peroxide 
aqueous solution flow in the preliminary heating. The original feed (ethyl
benzene) and the reaction products were analyzed by gas-liquid chromatogra
phy in a capillary column and by gas absorption chromatography (3). 

The reaction was studied over the range 450° - 6 4 0 ° C at volumetric 
rates of ethylbenzene (liquid) of 0.2-0.8 ml/ml hr and volume ratios 
C 6 H 5 C 2 H 5 : 1 5 % - H 2 0 2 (aqueous solution) = 1:4 to determine the effect of 
S/V on the process. Under the best conditions the reaction proceeds with high 
conversion of ethylbenzene, with styrene yields of 40 wt % (calculated from 
the ethylbenzene reaction) and high selectivity of 90 wt % (i.e., the styrene 
yield calculated from the reacted ethylbenzene). 

Kinetics and Mechanism. On the basis of the experimental data and 
certain theoretical considerations one may suggest a mechanism with the fol
lowing elementary steps. 

k 
H 2 0 2 —°-> 2 0 H - 52 kcal/mole (0) 

H 2 0 2 + O H > HO* + H 2 0 + 26 kcal/mole (1) 

ft, 
C6H5C2H5 + O H > C 6 H 5 C 2 H 4 + H 2 0 + 42.9 kcal/mole (2) 

*s 
C 6 H 5 C 2 H 4 > C 6 H 5 C 2 H 3 + H - 57.2 kcal/mole (3) 

C 6 H 5 C 2 H 5 -f H 0 2 — C 6 H 5 C 2 H 3 + H 2 0 + O H + 26.7 kcal/mole (4) 

kb 

H 2 0 2 + Η > H 2 0 + O H + 64 kcal/mole (5) 

C 6 H Ô C 2 H 5 + H O 2 C 6 H 5 C 2 H 4 + H 2 0 2 + 14.7 kcal/mole (6) 

h 
H 0 2 + wall > H 0 2 (ads) (7) 

ks 
O H + wall > O H (ads) (8) 

From this mechanism one can derive a differential equation for ethyl
benzene disappearance. 

— ^yX = K2CA1CB.1 + K 4 C A I C R 2 + K&CA1CR2 (9) 

For the highly reactive intermediate radicals O H , H 0 2 , H , and C H 5 C 2 H 4 , one 
finds, by the quasi-steady state method, 

K I C A 2 C R I + K2CA\CB.2 — K 4 C A I C R 2 — K Ô C A 2 C R 8 -}- KSCRJ — K0CA2 = 0 (10) 

K 4 C A I C R J — K I C A 2 C R X + KÔCALCRO + K7CR2 = 0 (11) 
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11. NAGiEV AND NAGiEv Conjugate Dehydrogenation 139 

X 5 C A 2 C R 3 - KSCR< = 0 (12) 

KZCR1 — K2CA1CR1 — KeCAICR2 = 0 (13) 

where V = volume of the reaction zone 
Ai = C6H5C2H5 
A 2 = H 2 0 2 

Ri = OH 
Ro = H 0 2 

Rs = H 
R4 = C6H0C2H4 

Kinetic rate constants of the elementary stages were estimated with our 
experimental data (I) and with Equations 9-13 which were derived in accord
ance with our theory of the reaction mechanism. Table I gives values of the 
pre-exponential factors and activation energies calculated from the rate con
stants we found for the elementary reactions. The kinetic equations derived 
from the assumed mechanism describe the observed process rather well, for 
the range of conditions studied, since the average relative deviation of N A 1 

(est) from N A 1 (expt'l) does not exceed 7%. In addition, the probability of 
chain termination at the expense of the destruction of free radicals H 0 2 and 
O H on the quartz reactor wall was determined (4): 

a 

where Ki = rate constant of termination of i free radicals 
U j = rate of thermal motion of a particle 
d = vessel diameter. 

Values of ε{ for H 0 2 and O H free radicals appeared to be equal: 

εΗθο = = 0.2 Χ ΙΟ"5 SOH = τγ^~ ~ 0.5 Χ 10"6 

t7H02 t/OH 

Table I. Calculated Pre-Exponential Factors and Activation Energies" 

Reaction Pre-Exponential Factor E, kcal/moh 
0 11.0 sec"1 52.0 
1 12.0 cm3/mole/sec 5.0 
2 9.0 cm3/mole/sec 8.45 
3 16.0 sec~l 57.2 
4 9.6 cm3/mole/sec 11.0 
5 14.0 cm3/mole/sec 11.0 
6 9.4 cm3/mole/sec 12.4 
7 1.0 sec"1 8.2 
8 0.3 sec"1 7.0 

0 Temperature = 723° - 823°C. 

The definition of kinetic and diffusion regions of a heterogeneous termina
tion reaction has been given much attention in chain reaction theory. It has 
been shown (4) that if the condition 

is satisfied (where λ is the length of a free run of a particle), then the rate of 
chain termination on the surface is determined by the kinetics at the surface. 
Using et values for chain termination reactions the dimensionless criteria for 
H 0 2 and O H were calculated as: 
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^ . 0.09 < 0.5, - 0.02 < 0.5 
Λ Η θ 2 Λ Ο Η 

Thus, the determining steps of the termination reactions are interactions on the 
surface, i.e., chain termination takes place in the kinetic region. 

According to the proposed mechanism, styrene is formed by the ele
mentary steps: 

K2 

C 6 H 5 C 2 H O + O H > ) Kz 

- H 2 0 I > C E H 5 C 2 H 4 > C6H5C2H3 + Η (14) 
Κ, [ 

C 6 H £ C 2 H 5 + O H £ 

- H 2 0 2 

C 6 H 5 C 2 H 5 -f H 0 2 > C 6 H 5 C 2 H 3 + H 2 0 + O H (15) 

Evaluation of the reaction velocities of these elementary steps (Table II) 
shows step 4 to be the fastest. On this basis, one can draw up the most prob
able unbranched chain mechanism, using step 4 together with steps 0 and 1, 
which generate the active centers for dehydrogenation in the system ( H 0 2 ) . 

Ko V 

H 2 0 2 — » 2 0 H 0 chain initiation (16) 

K, 
H 2 0 2 + O H • H 0 2 + H 2 0 1 ) 17) £ > chain propagation 

C 6 H 5 C 2 H 5 + H 0 2 — + C E H 5 C 2 H 5 + H 2 0 + O H 1 ) (18) 

K7 

H 0 2 + wall > H 0 2 (ads) 0 ) (19) 

Ks chain termination 
O H + wall • O H (ads) 0 ) (20) 

C 6 H 5 C 2 H 5 + H 2 0 2 = C 6 H 5 C 2 H 3 + 2 H 2 0 overall reaction 

The ratio of concentrations of the O H and H 0 2 free radicals, 

C R 2 / C K I « ΙΟ 3 (21) 

shows that chain termination involves mainly H 0 2 radical destruction. On 
this basis, one obtains a kinetic equation for the chain reaction of conjugate 
dehydrogenation of ethylbenzene which proceeds via long chains terminated 
by a single dominant reaction. It is considerably simpler than Equations 9-13: 

dC Al K0K4 C AlC A 2 (22) 

Here the limiting step is chain propagation, Equation 18, involving H 0 2 

radicals. 
Using Equation 22 we calculated the rate of styrene formation from 

500° to 620°C at an ethylbenzene flow rate of 0.2 ml/ml hr. Table III shows 
that these rates agree well with those calculated by Equations 9-13. Hence, 
Equation 22 can be used in place of the original set for the conditions studied. 
From a plot of K e f f vs. l / τ (from Table III) the Arrhenius Eett of the process 
is estimated to be 55.3 kcal/mole. 
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Table II. Reaction Velocities0 

Reaction W, mole/liter sec 
2 0.462 X 10~10 

3 0.750 Χ 10"7 

4 0.226 Χ 10"6 

5 0.742 Χ 10~7 

a W values were calculated at Vb=0.2 ml/ml hr of CeHsCîHs and at 600°C at the reactor outlet. 

Using the equation Ε = A ± a | q | to estimate activation energies for the 
chain initiation and propagation steps, together with literature data on the 
activation energy for the destruction of atoms or free radicals on the wall (4-12 
kcal/mole), the theoretical activation energy of the overall reaction can be 
calculated by: 

Eeit — Eo + E\ — Ei 

Assuming that E7 = 4, kcal/mole, one obtains £ e f f = 52.8 kcal/mole (4). 
The theoretical E e f f would agree with the experimental value if one 

assumes E7 = 2.5 kcal/mole. This allows us to conclude that the conjugate 
dehydrogenation of ethylbenzene by H 2 0 2 is a free radical chain reaction with 
the elementary steps of Equations 16, 17, 18, and 19 (5, 6, 7). 

To determine the effect of the reactor walls on the process, experiments 
were run with the reactor filled with crushed vitreous quartz ( 4 X 4 mm). 
The nominal residence time in the empty reactor (based on liquid C 6 H 5 C 2 H 5 ) 
at 620°C, [ C 6 H 5 C 2 H 5 ] : [ H 2 0 2 ] = 1.3, is 2.5 hrs. For the same conditions, 
it is 0.73 hr (based on the void volume). For equal feed rates, ethylbenzene 
conversion should increase sharply if the reaction is run without the packing. 
However, in comparing the observed data, one finds that runs with the packing 
gave a conversion of only 2-4 wt % less despite the large difference in contact 
time. This no doubt indicates catalytic action of vitreous quartz in the con
jugate dehydrogenation of ethylbenzene by H 2 0 2 . To explain this fact, we 
assumed that the rate of a free radical chain conversion of ethylbenzene is 
strongly influenced by the generation of O H radicals by the surface reaction 

H,0 2 + M -> MOH + OH (initiation) (23) 

promoted by an energy gain equal to the energy of the M - O H bond (M = 
quartz surface). 

The kinetic equation, Equation 22, can also be written 

W = Wo ν (24) 

where W0 — rate of chain initiation 

v = chain length = - CA2 

Table III. Calculated Rates of Styrene Formation 
Keff, 

liters/mole sec 
Wr, Wo, 

T, °c 
Keff, 

liters/mole sec mole/liter sec mole/liters sec V 

500 9.1 0.94 X 10~5 0.90 Χ 10"5 16 
550 32.0 0.293 X 10-* 0.26 X 10-* 15 
600 570.0 0.264 X 10~3 0.23 Χ ΙΟ"3 27 
620 750.0 0.284 X 10~3 0.25 Χ ΙΟ"3 14 

β Wi values at the reactor outlet were calculated by kinetic Equations 9-13 ( Vb = 0.2 ml/ml 
hr). Wu values at the reactor outlet were calculated by Equation 22. 
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142 CHEMICAL REACTION ENGINEERING II 

In our case, the increased rate of ethylbenzene consumption will depend upon 
the effect of the surface/volume ratio (S/V factor) on the rate of initiation, W 0 . 

Our experimental data in the quartz-packed reactor (S/V = 9.3) were 
treated with Equation 22. Table IV gives the initiation rate, overall reaction 
rate, and chain length, v. Changing the flow rate of the feed reactant has 
almost no effect on the chain length in either packed and unpacked reactors. 
Consequently, the active species responsible for the conjugate dehydrogenation 
of ethylbenzene take part in the formation of the end product with approxi
mately the same intensity at each cross section of the reactor. That is, the 
active centers participate in styrene formation ν times per unit time under 
stationary conditions. 

In a flow reactor successive inflow of reagents displaces a given elementary 
volume of reacting substances into the next reactor section, and initial reagents 
are consumed along the line of flow. Thus, ν decreases along the reactor length. 
If the chain length, ν = ( K 4 / K 7 ) C A 2 (changing along the reactor length), is 
assumed to measure the catalytic activity of the active centers, then the cata
lytic activity of the active centers depends on the migration of the reacting 
substances through the reactor. 

Table IV. Initiation Rate, Overall Reaction Rate, and Chain Length 
Empty Reactor (S/V = 2.9) Quartz-Packed Reactor (S/V = 9.3) 

W 0 > W 
(Initiation (Reaction 

Volume of Rate), Rate), Chain Wo, W, 
Hydrocarbon, mole/cm3 mole/cm3 Length, mole/cm3 mole/cm3 V 

ml/hr hr X 10-* hr X 10~3 V hr X 10~3 hr Χ ΙΟ"2 

2 0.673 0.896 13 0.408 0.556 14 
4 0.676 0.910 14 0.401 0.553 14 
6 0.680 0.922 14 0.412 0.566 15 
8 0.685 0.940 14 0.416 0.543 13 

It is also possible that the original reactants, as well as the intermediates 
and end products change the activity of the surface for destruction of free 
radicals on reactor walls or catalyst granules (quartz packing). This would be 
reflected in the changing rate constant for deactivation of active centers. 

From Table IV it follows that the overall reaction rate in the packed 
reactor is two orders of magnitude higher than in the empty reactor. This is 
explained by the fact that the overall rate is affected mainly by the chain initia
tion rate according to Equation 24 since the catalytic activity (chain length) 
of the H 0 2 radicals is nearly the same in both cases. 

The calculated effective activation energy in the packed reactor is 49.1 
kcal/mole; in the empty reactor it is 55.3 kcal/mole. The decrease of 6 
kcal/mole in the presence of the quartz packing is explained by the energy 
gain arising from formation of the M - O H bond according to Equation 23. 
Thus, use of quartz packing in conjugate dehydrogenation of ethylbenzene by 
H 2 0 2 increases the productive capacity of the reactor volume unit (8). 

Conjugate Dehydrogenation of Isopropylbenzene 

The object of this study is to determine the maximum efficiency of H 2 0 2 

in the conjugate dehydrogenation of isopropylbenzene. To obtain direct infor
mation on the process results, we have used the method of Box-Wilson in 
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planning experiments to determine an extremum with a minimum number of 
experiments. The total yield of styrene and α-methylstyrene per unit of iso-
propylbenzene fed was chosen as the parameter to be optimized since these 
monomers are chained to the same degree. By moving along the gradients, the 
best product yield was obtained at 56.8 wt % (styrene + α-methylstyrene) 
and 85 wt % selectivity. Further yield improvement along the gradient is not 
of practical interest since the process selectivity decreases (to 80 wt % ). Thus 
factorial experiments show that the use of isopropylbenzene in the conjugate 
dehydrogenation reaction results in effective synthesis of such important indus
trial monomers as styrene and α-methylstyrene with high selectivity. 

In the proposed mechanism, the limiting step in the chain reaction involves 
the H 0 2 radical. Hence, the rate of the overall process depends mainly on the 
rate of chain termination by H 0 2 radical destruction on the reactor walls. 
However, as reported (9), in cases where the effect of surface treatment with 
salts on the destruction of H 0 2 radicals in formaldehyde oxidation was studied 
using EPR, a sequence of surface activities toward H 0 2 destruction was found: 

BaBr2 > KBr > KC1 > K 2 B 4 0 7 > untreated reactor > B 2 0 3 

Our data indicating dependence of the overall yield of end products on the 
isopropylbenzene feed rate (empty reactor, S/V — 3.5) also show that the 
yield of α-methylstyrene and styrene can be increased by treating the reactor 
with B 2 0 3 and decreased by treatment with KBr and KC1. 

The surfaces treated with the salts (25) most active for H 0 2 radical 
destruction were active in decreasing the yields of end products relative to 
yields in the empty reactor. This is in agreement with the EPR work. 

Thus for salts used in treating the quartz reactor one can write a sequence 
of activity for conjugate dehydrogenation of isopropylbenzene by H 2 0 2 : 

B 2 0 3 > untreated > K 2 B 4 0 7 > KBr > KC1 

Here the process selectivity remained generally high (0.91-0.98) (10, 11, 12). 

Kinetic Regularities of the Conjugate Dehydrogenation of 
Diethylbenzene (DEB) and Vinylethylbenzene (VEB) by H202 

The kinetics of the reaction were studied for a wide range of flow rates 
of the feed reagents, reagent ratios, temperature, and S/V ratio. The D E B 
and V E B had original isomeric compositions of: 

m-DEB 53.5 wt % m-VEB 71 wt % 
o- and p-DEB 40.9 o- and p-VEB 29 
impurities 5.6 

Figure 1 (a, b, c, d) shows that V E B accumulates as an intermediate 
product through the early stages of the reaction and reaches its maximum 
concentration at τ = 3.3 hr (where τ = l/vot v0 = flow rate of liquid D E B ) ; 
at this point the accumulation rate becomes equal to the rate of further reaction. 
Further increase of τ results in a decrease in V E B concentration. For example, 
at 640°C, the yield of V E B isomers and the overall yield of ortho and para 
isomers, at τ = 5 hr calculated with respect to the given initial isomer ratio, 
is 40.5 wt % for meta, and 25.9 wt % for ortho and para. The selectivity for 
meta is 70.9 wt % , and for ortho and para it is 54.6 wt %. 
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144 CHEMICAL REACTION ENGINEERING II 

Figure 1. Kinetic regularities of conjugate dehydrogenation of diethylbenzene (DEB), 
using HtOt, under the following conditions: HtOt concentration, 20 wt %; volumetric 
ratio of DEB (cm3/hr):HsO, (cms/hr) = 1:3; plot a, at 580°C, b at 600°C, c at 620°C, 

and d at 640°C. 

Curves: 
1. Unreacted o- and p-DEB 
2. Unreacted m-DEB 
3. Yield of m-VEB per reacted m-DEB 
4. Yield of o- and p-VEB per reacted o- and p-DEB 
5. Yield of o- and p-DVB per reacted o- and p-DEB 
6. Yield of m-DVB per reacted m-DEB 
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The rates of D V B and V E B formation grow at first with their increasing 
concentrations and reach a maximum at the point of inflection. However, since 
H 2 0 2 participates in D V B formation and its concentration decreases as reaction 
proceeds, the point of inflection on the kinetic curve occurs below the maximum 
D V B concentration. As Figure 1 shows, the rate of V E B consumption falls 
slightly after reaching the maximum yield. This shows the deficiency of H 2 0 2 

concentration in the stage of D V B formation. 
The kinetic curves of D V B production we obtained are S-shaped, indi

cating the autocatalytic character of the process, with the period of auto-
acceleration extending from the origin to the point of inflection of these curves. 
The S curve in the region of high values of the nominal contact time shows 
that the D V B concentration decreases slightly. This may be explained by the 
fact that D V B enters into secondary reactions resulting in by-product formation. 

Surface treatment in the quartz reactor (at 600°C, volume ratio DEB:20% 
H 2 0 2 = 1:3) showed that the highest yields of V E B and D V B are obtained 
in a reactor treated with B 2 0 3 . We generated the sequence of activity of 
salt-treated quartz surfaces for D E B dehydrogenation with H 2 0 2 as follows: 

B 2 0 3 > irreversible reaction > K 2 B 4 0 7 > KBr > BaBr2 

These results show that those surfaces most active toward H 0 2 radical destruc
tion are less active for conjugate dehydrogenation of diethylbenzene (4, 13). 

Conclusions 

A new method of conjugate dehydrogenation of hydrocarbons by H 2 0 2 

has been developed which allows important monomers to be obtained from 
cheap and available raw materials. Further investigations of the application of 
the conjugate dehydrogenation of hydrocarbons should permit considerably 
simplified technology. Hydrocarbon dehydrogenation in a homogeneous phase 
by a free-radical chain mechanism is free of several shortcomings typical of 
heterogeneous catalytic systems. In particular: 

(a) Specially synthesized catalysts and the expense of their manufacture 
and regeneration are unnecessary. 

(b) Reaction kinetics and mechanism can be studied by the well devel
oped and clearly formulated fundamental understanding of free radical chain 
processes. 

(c) Kinetic reaction models reproduce our experimental results well and 
hence allow rational control of both the rate and course of the reactions under 
study. 

(d) The high selectivity of the process allows elimination of a number 
of engineering operations connected with separating considerable quantities 
of difficult-to-separate components. Moreover, increased selectivity permits 
more complete utilization of the process raw materials. 

(e) The unique feature of this process is the invariance of its relative 
yields with respect to the productive capacity of the reactor. This is extremely 
important in transferring the result of laboratory investigations to industrial 
operation by avoiding multiple scaleup studies in pilot plants. The process 
model will allow laboratory data to be reproduced with great confidence on 
any large scale whereas heterogeneous catalytic processes for monomer pro
duction require pilot plant testing and gradual correction of the mathematical 
model. This requires much time and money. 
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Principal Results of Theoretical Importance 

We suggest that the homogeneous dehydrogenation of hydrocarbons by 
H 2 0 2 belongs to the class of conjugate reactions since there are two overall 
reactions in the systems studied, one of which induces the other. The primary 
reaction, H 2 0 2 dissociation, occurs by the free radical mechanism 

H 2 0 2 — 20H 1 
H 2 0 2 + OH -* H 2 0 + H 0 2 2 

2H0 2 — H2O2 + 0 2 1 
Overall reaction 2H 2 0 2 -> 2H 20 + 0 2 

The secondary reaction, homogeneous dehydrogenation of hydrocarbons 
by H 2 0 2 , follows the free radical chain reaction with the following elementary 
steps 

Initiation H 2 0 2 -> 20H 0 (25) 

(H 2 0 2 4- OH -* H 2 0 4- H 0 2 1 (26) 
Propagation < 

(RH 4- H 0 2 -> Ri = R 2 4- H 2 0 + OH 1 (27) 

(H0 2 4- wall — H 0 2 (ads) C (28) 
Termination < 

(OH 4- wall -> OH (ads) 0 (29) 

Overall reaction RH 4- H 2 0 2 = 2H 20 + R i = R 2 

Thus two overall reactions are occurring in the same reactor: dissociation 
of H 2 0 2 induces dehydrogenation by H 2 0 2 . This allows us to class the reaction 
as conjugate dehydrogenation. 

Based on the fundamental considerations in the theory of chain reactions 
applied to the reaction kinetics and mechanism of conjugate dehydrogenation 
of ethylbenzene, we introduce for the first time the following elementary step 

GeHaCiHo 4- H 0 2 -> CeHsCoHs 4- H 2 0 + OH 

Kinetic studies show that the chain mechanism including step 27 results not 
only in a kinetic equation which accounts adequately for the overall rate of 
disappearance of reactants but also accounts for the production of unsaturates 
in step 27. 

On the basis of these results, we consider it valid to extend this mechanism 
to the conjugate dehydrogenation of other hydrocarbons. Experimental tests 
confirm the validity of our proposed mechanism. 

In radical substitution reactions, when the reaction of free radicals with 
molecules results in the transfer of an atom (usually a hydrogen atom) or 
radical from the molecule to a free radical, the reaction proceeds mainly in the 
direction by which a less active radical is formed. Thus, one should consider 
the competing elementary reactions 

H 0 2 + 0 6Η δ0 2Η 5 > C 6 H 5 C 2 H 3 + H 2 0 + OH + 26.7 kcal/mole (30) 

>H202 + C 6 H 5 C 2 H 4 4- 14 kcal/mole (31) 

Step 30 differs from the usual radical substitution reactions (and from step 31 
as well) in that a simultaneous transfer of two hydrogen atoms from adjacent 
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carbon atoms (in the ethylbenzene molecule) to the free radical occurs with 
formation of a six-centered transition state: 

R R 
HC CH 

H / \ H 

ο * ο 

\ 
Η 

This decomposes in step 30 to two stable substances (styrene and water in our 
case) and a free radical (OH). The O H free radical is more active than the 
initial H 0 2 . By the rule that the reaction goes mainly in the direction of less 
active radical formation, one should expect that step 31 would be preferable 
to step 30. However, the heats of reaction show that step 30 is more exothermic 
than step 31. Taking Ε = 11.5-0.25 | q | as correct for radical substitution 
reactions, E(30) = 4.8 kcal/mole and E(31) = 7.8 kcal/mole (14). 

Moreover, in contrast to ordinary radical substitution reactions, step 30 
results in the formation of a free radical, O H , more active than the initial one 
but in an energetically more profitable way. Thus, the rule valid for radical 
substitutions where transfer of only one hydrogen atom takes place is not valid 
if simultaneous transfer of two hydrogen atoms from a donor occurs. Thus 
our studies show that if two end products and a free radical form in a radical 
reaction, the product free radical may be more active than the reactant radical 
because of energy gained in the formation of the second product. 
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Wetting of Catalyst Particles under Trickle 
Flow Conditions 

J-B. WIJFFELS,1 J. VERLOOP2 and F. J. ZUIDERWEG3 

Koninklijke/Shell-Laboratorium, Amsterdam, The Netherlands 

As part of a study on trickle flow reactors, packed beds of 1-, 3-, 
5-, and 9.5-mm glass beads were wetted by water and cumene 
in tnckle flow. The contacted particle fraction was measured by 
a direct tracer technique. The wetted fraction increased with the 
liquid load. Initially dry beds are poorly contacted, and contact
ing is considerably improved by prewetting the beds. For beds of 
small particles the wetted fraction increased with decreasing par
ticle size. A model based on a minimum-energy principle was 
developed to account for these effects. 

Packed columns and beds operated under trickle flow conditions are used as 
mass transfer equipment and reactors. In a trickle flow bed, liquid is dis

tributed over the top of the bed and descends through the packing. Either 
concurrent or countercurrent gas flow may be applied. The performance of a 
trickle flow bed depends directly on the dynamic situation in the packing at 
the scale of the particle. Particles may or may not be contacted, area may or 
may not be wetted, wetted and interfacial area may or may not be effective 
for the process at hand. In this context we have investigated the wetting of 
packed beds of small-diameter glass beads by water and cumene in trickle flow. 

The hydrodynamics of trickle flow beds have been extensively studied. 
Pressure drop, hold-ups, and residence time distribution have been measured 
(J, 2, 3, 4, 5). In hydrodynamic studies the results are usually expressed as 
overall quantities, no reference being made to the non-contacted or stagnant 
fraction of the bed. In connection with mass transfer processes the effective-
area concept has been introduced to account for the difference in effectiveness 
of the bed for vaporization and gas absorption. Shuknan et al. (6, 7, 8) and 
Yoshida et al. (9, 10) measured effective areas for different mass transfer 
processes. Danckwerts and Rizvi (11) determined effective interfacial areas by 
a chemical method described by Wesselingh and van't Hoog (12). All these 
methods are indirect in that the product is obtained of the effective area and 
the rate constant of the process used, and a number of correlations have become 
available (13, 14, 15). In the present study the contacted fraction of the bed 

1 Present address: Shell Internationale Chemie Maatschappij B.V., The Hague. 
2 Present address: Shell Internationale Petroleum Maatschappij B.V., The Hague. 
3 Present address: Technological University, Delft. 
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was determined by a direct tracer technique. If the individual particles are 
completely wetted, the contacted fraction is directly related to the wetted area 
of the packing. 

The stability of liquid flow over solid surfaces has been investigated from 
different points of view. Goren et al. (16, 17) studied the hydrodynamic sta
bility of liquid films, and Kern (18) studied the stability of the flow of trickles 
on a plate. A criterion for the break-up of thin layers of liquid flowing iso-
thermally over solid surfaces has been derived by Hartley and Murgatroyd 
(19) from the force balance at the upstream point of a dry patch. Wettability 
of the solid surface is accounted for in this force balance criterion, which has 
been used in several heat and mass transfer applications (20, 21, 22, 23). Here 
we describe the wetting of the solids by a model based on a minimum-energy 
principle which is closely related to the force balance criterion but provides a 
more general point of view. 

Trickle Bed Reactor Performance 

Liquid flow distribution and catalyst contacting have a pronounced influ
ence on the performance of a trickle bed reactor (24, 25). The conversion 
efficiency of the system may be reduced by two effects: 

( 1 ) Bypassing of the catalyst bed by part of the liquid flow. 
(2) Catalyst malcontacting—i.e., part of the catalyst bed is not contacted 

by the liquid flow. 
LIQUID 
FLOW 

Figure 1. Schematic showing bypassing of the 
catalyst bed by part (b) of the liquid flow and 

malcontacting of part (ss) of the catalyst bed 

This situation is shown schematically in Figure 1. Let b be the fraction 
of the liquid flow that bypasses the catalyst bed and sB be the non-contacted or 
stagnant fraction of the catalyst bed. Then, for a simple first-order process on 
the catalyst in contact with the liquid flow the conversion F would be: 

F . (i - b) j l - e x p ( - γ ^ ^ ) } ( 1 ) 

where N R would have been the number of reaction stages if the liquid moved 
in plug flow through the catalyst bed without bypassing or malcontacting. 
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The effect of bypassing can be eliminated if complete radial mixing of the 
liquid streams is ensured or if the reactor is subdivided into many beds with 
low fractional conversion and complete mixing is provided in between the beds. 
Then the liquid will flow through the reactor in plug flow, and all the liquid 
will be effectively in contact with catalyst. The conversion for the simple first-
order process is then: 

F = 1 - exp(-(l-e B )tf R ) (2) 

Of course, the effect of catalyst malcontacting will still be present. In this 
paper the factors influencing the non-contacted or stagnant bed fraction are 
studied. 

Experimental 

Experiments were done with trickle flow beds to obtain: 
(a) the liquid hold-up correlation in completely contacted beds, 
(b) the non-contacted or stagnant fraction of prewetted beds, 
(c) the non-contacted fraction of initially dry beds. 

The results reported pertain to beds where no gas load is applied. 
Completely Contacted Beds. The liquid hold-up in packed beds depends 

on the degree of contacting. In the irrigated fraction of the bed it is greater 
than in the stagnant zones, where hold-up is zero if the particles were initially 
dry or equals the static hold-up if the particles were prewetted. To assess the 
liquid hold-up in irrigated parts of the bed we determined the hold-up of water 
in packed beds of glass beads, taking special measures to ensure complete 
contacting of the particles. The water used contained a low-foaming wetting 
agent; Teepol CH-53, dioctyl sodium sulfosuccinate, and cetyldimethylamine 
oxide were used. The glass beads were cleaned thoroughly in an alkaline 
solution. At the start of the experiments the beds were liquid filled. After the 
feed flow had been established, the beds were gradually drained, while trickle 
flow was developed at a steady rate. Owing to the excellent wetting power 
of the receding liquid film, completely contacted packed beds could be ob
tained at steady trickle flow conditions. This was verified by visual experiments. 
At the start of these experiments dye-colored water was used. After the bed 
had been drained—while trickling—and steady operation was reached, the 
feed was switched to clear water. The colored hold-up was then immediately 
released, and the bed became clear. The liquid hold-up was determined for 
glass beads of various diameters. Data for 1-, 3-, and 5-mm beads were obtained 
from 5-cm diameter columns, data for 9.5-mm beads from a 15-cm diameter 
column. The total liquid hold-up was calculated as the sum of the liquid that 
was drained from the bed after trickle flow had been stopped and the liquid 
that remained on the packing: the static hold-up, which was determined sepa
rately. The results are shown in Figure 2. 

Prewetted Beds. The existence of stagnant zones, which are not contacted 
by the liquid flow, has been demonstrated in prewetted beds by a visual experi
ment. No special measures were taken to influence the degree of contacting of 
the particles. After saturating and draining the bed with dye-colored water, the 
bed remained colored long after the water percolating through it in trickle flow 
had become colorless. Increasing the water flow rate at this condition immedi
ately released a part of the colored stagnant hold-up until the effluent became 
again entirely clear. To determine the volume of the stagnant pockets, we did 
experiments in a packed bed of non-porous glass beads for concurrent air/water 
and nitrogen/cumene trickle flow operation. The volume of stagnant pockets 
was measured by the following procedure. 
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CURVE ACCORDING TO EQ. (3) 
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Figure 2. Total liquid hold-up vs. Reynolds 

number 

Initially, the bed was wetted completely with a salt solution of 2 grams of 
ammonium chloride per liter of water or with a solution of α-methylstyrene in 
cumene of known concentration. After the bed had been drained, a static 
hold-up of the solution remained on the packing. Trickle flow operation was 
started with fresh tap water or fresh cumene and continued up to the point 
where the amount percolated was equal to about 100 times the dynamic hold-up 
in the bed. The duration of the trickle flow period then was about 100 times 
the average residence time of the liquid in the bed. It was assumed that during 
this period the concentration in the stagnant pockets, which are not in contact 
with the flowing liquid, did not change. After the bed had been drained again, 
a static hold-up remained on the packing which contained an amount of salt or 
α-methylstyrene proportional to the volume of the stagnant pockets. This 
amount was determined by washing the total contents of the bed with a known 
amount of fresh tap water or fresh cumene, respectively. The influence of the 
following parameters was studied. 

B E D D I A M E T E R . Experiments were done in columns of 5 and 15 cm di
ameter and in a 5 by 50 cm flat box, all about 1 m high. Liquid was distributed 
over the top of the bed by distributors with about 2000 distributing points per 
m 2 . Values for the stagnant hold-up found for the 5-cm columns were con
sistently a few per cent higher than the results with the 15-cm column and the 
flat box, which were about the same. 

SUPERFICIAL LIQUID L O A D . The volume of the stagnant hold-up decreased 
greatly with increasing superficial liquid load. At values of superficial water 
velocity as low as 1 mm/sec nearly half the bed may not be contacted (for 3-
and 5-mm particles). For superficial velocities higher than 10 mm/sec, how
ever, the stagnant fraction is as low as about 15% or even less. 

S Y S T E M COMPOSITION. Stagnant hold-up was appreciably smaller in the 
nitrogen/cumene system than in the air/water system. 
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SUPERFICIAL GAS L O A D . The influence of gas load up to superficial veloci
ties of 10 cm/sec was fairly insignificant. However, the values for the stagnant 
volume in beds of small particles with a large liquid hold-up were higher than 
those for operation without gas. 

Figure 3. Non-contacted bed fraction SB for 
trickle flow of water (circles) and cumene 
(squares) through prewetted beds. Superficial 
liquid velocity is indicated in mm/sec. No gas 

load. Solid curves obtained from the model. 

PARTICLE SIZE. Experiments were done for the nitrogen/cumene system 
with glass beads 1 and 3 mm in diameter and for the air/water system with 
glass beads 1, 3, 5, and 9.5 mm in diameter. Comparison of results for the 
same liquid load indicated a maximum for the stagnant hold-up with particles 
about 5 mm in diameter. 

B E D HEIGHT. A few experiments were done with air/water trickle flow 
over 3-mm glass beads in a bed 4 m high and 15 cm in diameter. After the 
trickle flow period the packing was divided into three sections, which were 
removed separately from the bed. The values for the stagnant hold-up for the 
top, middle, and bottom sections are equal to each other and to those found 
in a column 1 m high. The results for prewetted beds are shown in Figure 3. 

Initially Dry Beds. A few experiments were done with beds of clean 
initially dry glass beads of 3-mm diameter. In this case we determined the 
contacted or irrigated fraction of the bed. Trickle flow of salt solution of 2 
grams of ammonium chloride per liter of water was supplied to the bed. The 
trickle flow operation was continued to the point where the amount percolated 
was equal to about 100 times the dynamic hold-up in the bed. After the bed 
had been drained, a static hold-up remained on the packing which was pro
portional to the .irrigated bed fraction. This amount was determined by washing 
the total contents of the bed with a known amount of fresh tap water. The 
irrigated bed volume was low compared with prewetted beds and increased 
greatly with superficial liquid load. The results are shown in Figure 4 together 
with those for prewetted beds of 3-mm glass beads. 
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Interpretation of Results 

The results for the total liquid hold-up for completely contacted packed 
beds could be correlated by a modified Ergun expression (26) : 

where: g = acceleration from gravity 
dp = particle diameter 
ν = superficial liquid velocity 
ε = bed void fraction 
β = fraction of void filled with liquid 

The bed Reynolds number is defined as: 

Re - - f£* lL (4) 
μ ( 1 - ε ) 

in which ρ is the liquid density and μ the dynamic viscosity. 
In this correlation a factor β4 has been incorporated instead of a factor 

β3 as would be expected. The additional influence of the liquid hold-up can be 
ascribed to various effects—e.g., the tortuosity of the liquid streams depends 
on the liquid hold-up and the total hold-up is not completely effective for the 
liquid flow. 

Correlation 3 is shown as the solid curve in Figure 2. By this correlation 
an explicit expression for the velocity can be obtained: 

V = 38 Gr" 1 ' 2 ( V l + 0.00059 Gr β4 - l) (5) 

where the superficial liquid velocity has been made non-dimensional according 
to: 

V « — ^ = (6) 
eVg dh 

The hydraulic diameter dh is defined as: 

d h = 3 ( f e ) d p ( 7 ) 

and the Grashof number introduced is written as: 

Gr = ^ (8) 

where ν is the kinematic viscosity. By Equation 5 we can now also describe 
the flow in the irrigated parts of not completely contacted packed beds. 

The results obtained with prewetted and initially dry beds are presented 
in Figures 3 and 4. They are expressed in terms of the stagnant bed fraction 
sB, which for prewetted beds is defined as the volume of stagnant solution 
Vgtag left in the bed after the trickle flow period divided by the volume of static 
solution V s t a t present in the bed directly before the start of the trickle flow: 

SB = T W F s t a t (9) 

For initially dry beds the contacted bed fraction is defined as the volume 
of solution retained in the bed after irrigation during the trickle flow period, 
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1.0 

05 

v, mm/% 

Figure 4. Non-contacted bed fraction SB for trickle 
flow of water through initially dry (circles) and 
prewetted (dots) beds of 3-mm ghss beads vs. su
perficial liquid velocity. No gas load. Solid curves 

obtained from the model. 

V i r r , divided by the volume of static solution, V 8 tat> which would have been 
left in the bed if the contacting had been complete. The non-contacted bed 
fraction is then given by: 

We will also introduce the fraction of the solid surface s which is not contacted 
by the flowing liquid. The non-contacted surface fraction s is equal to the 
non-contacted bed fraction if individual contacted particles are completely 
wetted. 

The Model 

We developed a model that can predict the wetting of packings in which 
liquid descends by gravity and the flow pattern is independent of height. We 
consider the steady-state operation of a trickle flow bed, and we assume that 
the system seeks a situation in which the energy of the system in a plane per
pendicular to the direction of flow is at a minimum. [This is equivalent to the 
assumption that the total energy, that is the sum of kinetic, surface, potential, 
and internal energy of the system, is at a minimum. The total energy is con
served since the system is supposed to be adiabatic, no external work is per
formed on it, and the amount added by the flow is equal to the amount 
removed.] For a trickle flow bed this is a horizontal plane. Consider a slice 
of bed of infinitestimal height. For initially dry particles the energy per unit 
bed volume prior to the trickle flow, £ 0 , is given by: 

(10) 

Ε ο = S Œgv (11) 
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where σ 8 ν is the solid/vapor surface energy, and the specific surface area of 
the packing S is equal to: 

S = (12) 
α μ 

During trickle flow operation the energy per unit bed volume is given by: 

Ε = sEo + ( 1 - β ) |εβ |p(̂ 2)e + Sa*h + £ L V a | (13) 

where a S L and σ denote the solid/liquid and the liquid/vapor surface energy 
respectively. S L V is the liquid/vapor specific interfacial area. Subscript e 
indicates that the effective square is taken of the linear interstitial velocity u, 
which is related to the superficial velocity ν in the irrigated zone by: 

u - (14) 
εββ 

where τ is the tortuosity and ββ the effective liquid hold-up. The system will 
seek to minimize its energy: 

S(E-Eo) = 0 (15) 

The minimum-energy situation is attained subject to the constraint that the 
overall load supplied to the top of the packing is constant: 

ν (1— s) = constant (16) 

Before solving Equation 15 some simplifying assumptions are introduced. The 
effective square of the interstitial velocity is written as: 

W e = C . | ( ? ) * (17) 

where the proportionality factor Ce is treated as a constant to avoid unnecessary 
detail. Furthermore, the dependence of the gas/liquid interfacial area on the 
hold-up is not accurately known; we assume that it is linearly proportional to 
the gas hold-up: 

SLV = ( 1 - β ) 3 (18) 

To simplify notation we introduce the exponent n, 

n - ! ^ (19) 

which may be obtained from Equation 5; η varies between 2 (large particles) 
and 4 (small particles). 

The minimum-energy condition (Equation 15) is satisfied if: 

( ^ W e + l ) p - ^ ( l - cos 0a) (20) 

where θ& is the apparent angle of contact for the wetted edge. The apparent 
angle of contact is defined by σ cos θ& = σ 8 ν — tfgL. Its significance is dis
cussed below. The Weber number is introduced, 
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We - & (J)2 (2!) 

For large particles (large We) the solution is given by: 

We β = (1 - cos 0A) (22) 
4 η — 1 

and for large Re the critical hold-up and load are proportional to: 

βο:ϋ : : <*h-2/3 (23) 

and t;crit : : dh~m (24) 

The liquid flow will spread over the solid surface as long as the load and hold-up 
are larger than their critical values. For small particles such as investigated in 
this study the critical hold-up is constant and given by: 

Écrit = ——Τ (1 - COS 0A) (25) 
η — 1 

For small Re the critical load is then proportional to the hydraulic radius 
squared: 

»crit : : <*h2 (26) 

Contrary to the behavior of beds of large particles, beds of small particles are 
wetted better as the particles get smaller. 

For prewetted beds the minimum-energy condition leads to a different 
result. For prewetted particles the energy per unit bed volume prior to the 
trickle flow E0 is given by: 

Ε ο = ( 1 - / ' ) £ σ 8 ν + / ' £ * 8 L + / ^ Σ ( 2 7> 

where f is the prewetted fraction of the solid surface and / is the ratio of the 
gas/liquid interfacial area to the solid surface area in the prewetted bed. 
Although generally / ' is larger than /, we will take f equal to / since a more 
precise description would not be warranted in view of the crude assumption 
about the dependence of the liquid interfacial area on the hold-up given by 
Expression 18. 

For prewetted beds the minimum-energy condition now leads to: 

( • j W e + l ) p - J J ï ( l - / ) ( l - cos 0A) (28) 

and the critical hold-up in beds of small particles is given by: 

Écrit - d " /) d " COS 0A) (29) 

As we discuss below, the prewetted fraction / may be taken to be about one-half. 
Thus, the critical load in a prewetted bed of small particles is about one-tenth 
that in the same bed which is initially dry. 

Apparent Angle of Contact 
The apparent angle of contact can be determined from capillary rise or 

capillary recession experiments in a packed bed. Such values are extreme. 
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GAS 

Figure 5. Spherical meniscus in a right 
circular cone 

Capillary rise in a packed bed is halted at the most difficult passage. To model 
such a passage, we consider capillary rise in a right circular cone with an apex 
angle a with respect to the vertical (see Figure 5). Suppose the radius at the 
liquid interface is small enough for the interface to be approximated by a 
spherical surface. The interface intersects the cone at an angle of contact Θ. 
In a packed bed the cone radius at the interface equals half the hydraulic 
diameter; the capillary pressure is thus: 

Ap = i f . cos(a+0) (30) 

which balances the hydrostatic pressure pgh, where h is the height of capillary 
rise in the bed. Therefore: 

c o s 9 a = ^ (31) 

By this expression the apparent angle of contact θ& in the packed bed can be 
obtained from the experimentally determined height of capillary rise. If the 
liquid is advancing, θ& is given by: 

0a = min(0+a,x) (32) 

If the liquid is receding: 

0a = max(0-a,O) (33) 

and α may be interpreted as the maximum angle of slope encountered by the 
liquid in the bed. Capillary rise experiments were done with beds of 1-, 3-, 
and 5-mm glass beads and with tap water (contact angle 30° , surface tension 
0.072 N/m) and cumene (contact angle 12°, surface tension 0.030 N/m). We 
found that a equals about 55° for both liquids, independent of particle size. 
Keeping in mind that the above expression could also have been derived by 
minimizing the potential and surface energy and following a similar argument, 
the capillary rise in a prewetted bed can be described by: 
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j / + ( W ) C O S 0 a[ = 
çghdh 

4σ 
(34) 

Capillary rise experiments with prewetted beds of 1-, 3-, and 5-mm glass beads 
and with water and cumene showed that the prewetted fraction / is about one-
half for these small particles. 

Values for the apparent angle of contact in actual trickle flow experiments 
can be obtained from the experimentally determined critical hold-ups by Ex
pressions 25 and 29. The apparent contact angle increases with the degree of 
contacting. The results for prewetted and initially dry beds of 3-mm particles 
are shown in Figure 6. The apparent contact angle can be correlated with the 
stagnant bed fraction according to: 

= θ + (I-SB)CZ (35) 

Here also the maximum angle of slope a equals 55° , and the angle of contact Θ 
of water on glass equals 30° . The prewetted fraction was assumed to be: 

/ « 0.5 (36) 

The model curves shown in the figures were computed from Equations 25 and 

0 f l l DEGREES 

Figure 6. Apparent angle of contact for trickle 
flow of water through initially dry (circles) and 
prewetted (dots) beds of 3-mm glass beads vs. 

stagnant bed fraction 

29, in which values for the apparent contact angle and the prewetted fraction 
were used as given by the above expressions. Remarkably, the model predicts 
larger stagnant fractions, for bed of particles with a diameter of 5 mm and 
larger, than were measured by our method. Remember that the contacted 
particle fraction is measured by the tracer method. This fraction is larger than 
the contacted surface fraction if each particle is not completely wetted, as is 
the case for particles 5 mm and larger. Comparison of hold-ups in irrigated 
zones with hold-ups in completely contacted beds showed that the 3-mm par
ticles are completely wetted. 
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Conclusions 

In the wetting of packings under trickle flow conditions the wetted fraction 
increases with the liquid load. Initially dry beds are poorly contacted, and the 
contacting is considerably improved by prewetting the beds. For beds of small 
particles the wetted fraction increases with decreasing particle size. A model 
based on a minimum-energy principle was developed which can be used to 
describe these experimental findings on the wetting of packings. For beds of 
glass beads with a diameter of 5 mm and larger the model predicts larger 
stagnant fractions than the non-contacted bed fractions which were actually 
measured because those particles, when contacted, are not completely wetted. 

Nomenclature 

h fraction of liquid flow bypassing the catalyst bed 
Ce proportionality factor 
dh hydraulic diameter, m 
dO particle diameter, m 
Ε energy per unit bed volume, kg/msec2 

£ 0 energy per unit bed volume prior to trickle flow, kg/msec2 

F conversion 
/ prewetted fraction 
/ ' prewetted fraction of solid surface 
g acceleration from gravity, m/sec2 

Gr Grashof number 
h height of capillary rise, m 
NR number of reaction stages 
η exponent 
Re Reynolds number 
s non-contacted surface fraction 
S specific surface area of packing, m 2 / m 3 

sB non-contacted bed fraction 
S L V liquid/vapor specific interfacial area, m 2 / m 3 

u interstitial velocity, m /sec 
ν superficial liquid velocity in irrigated zone, m/sec 
V dimensionless velocity 
V i r r volume of solution after irrigation, m 3 

V s t a g volume of stagnant solution, m 3 

V s t a t volume of static solution, m 3 

We Weber number 

Creek Letters 
a maximum angle of slope, degrees 
β fraction of void filled with liquid, kg/msec2 

Δρ capillary pressure 
ε bed void fraction 
θ angle of contact, degrees 
#a apparent angle of contact, degrees 
μ dynamic viscosity, kg/msec 
ν kinematic viscosity, m2/sec 
ρ density, kg/m 3 

σ liquid/vapor surface energy, kg/sec2 

a S L solid/liquid surface energy, kg/sec2 

σ 8 ν solid/vapor surface energy, kg/sec2 

τ tortuosity 
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Subscripts 
crit critical value 
e effective value 
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Experimental Study of a Catalytic Trickle 
Bed Reactor 

ALBERT H. GERMAIN, ANDRÉ G. LEFEBVRE, and 
GUY A. L'HOMME 

Laboratoire de Chimie Industrielle et de Génie Chimique, 
Université de Liège, Rue A. Stévart, 2, B-4000, Liège, Belgique 

We have used the hydrogenation of α-methylstyrene in a trickle 
bed reactor to understand its performance and mechanism. This 
study emphasizes two steady-state possibilities for such a reactor; 
one is predictable if we suppose that the reaction rate is limited 
by mass transfer in the film of liquid trickling on the uniformly 
wetted catalyst pellets; the other can be explained if the reaction 
takes place on partly wetted pellets. We also show that the role 
of the liquid is essential to maintain the catalyst activity by dis
solving polymers. This could explain a novel experimental obser
vation: a cyclic evolution of the catalyst activity related to the 
alternative operation of the pellets in gaseous and in liquid 
phases. 

The chemical and petrochemical processes using three-phase reactors are as 
numerous as they are important. Among these reactors, the trickle bed is 

one of the most interesting. It offers several advantages over the other three-
phase reaction vessels: large size apparatus is easily constructed, and the cost 
of operation is low compared with a stirred tank slurry reactor. For these 
reasons, the trickle bed reactor is frequently used in the petroleum industry, 
especially for hydrotreating heavy distillates (hydrocracking, hydrodesulfuriza-
tion, etc.) (I). Such processes are expanding rapidly at present. On the other 
hand, the trickle bed reactor also presents some advantages over the fixed bed 
reactor operating in the vapor phase because it reduces the recirculation of 
great amounts of the lighter reactants (hydrogen in hydrotreating processes). 

However, despite the frequent use of the trickle bed reactor in large 
industrial plants, little is known about its mechanisms. Since the design of 
such a reactor and the prediction of its performance are still extremely difficult 
problems for the chemical engineer, several studies have recently been done. 
Most of these, however, are theoretical (2, 3) or consider only the physical 
aspects such as pressure drop, fluid holdups, fluid residence time distributions, 
and hydrodynamic models. (A review of previous work has been reported by 
Way in 1971 (4), and by Charpentier et al. in 1972 (5).) Little experimental 
data have been published on the chemical aspects of the operation of the 
trickle bed reactors. Except for the studies by Satterfield and co-workers {6,7) 
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and by Sedriks and Kenney (8), virtually no fundamental research has been 
published on this subject. 

In fact, obtaining reliable measurements and the means to interpret them 
needs extensive experimental determinations which are time consuming and often 
critical. At the present state of knowledge of the three-phase systems, it is not 
possible to study a reaction in a trickle bed reactor without preliminary infor
mation on the reacting system. Particularly important are the knowledge of 
the physical properties of the fluids involved, a good characterization of the 
solid catalyst (including the tortuosity factor), and the determination of the 
intrinsic reaction rate. This information is specific for the catalytic system; 
it does not depend on the trickle bed reactor and can be determined inde
pendently. We have adopted such a procedure. 

Selection of the Reaction System 
The efficiency of such research depends greatly on the reaction system 

and the catalyst chosen. We have used the liquid phase hydrogénation of 
α-methylstyrene to cumene in the presence of a palladium-on-alumina catalyst. 
This reaction is apparently simple and easy to use in the laboratory; there is no 
secondary reaction (except a slow polymerization which does not interfere 
with the hydrogénation in the presence of the liquid phase); the homogeneous 
reaction does not take place while the heterogeneous reaction proceeds with 
an appreciable rate at moderate temperatures and pressures; the liquid phase 
can be analyzed easily and accurately by refractometry. The hydrogénation of 
α-methylstyrene is claimed to be nearly ideal for studying three-phase catalytic 
systems. Moreover, it is quite similar to the reactions in those industrial proc
esses that involve the hydrogénation of liquids of low volatility. 

Many papers report the use of the hydrogénation of α-methylstyrene to 
understand the mechanisms of three-phase reactors (9, 10, I I ) . This reaction 
should therefore be well known. The most interesting physical properties of 
the fluids have been determined experimentally. Nevertheless, it seems that 
only Ma (12) has tried to determine the intrinsic rate equation. His results 
do not seem very reliable since the reaction rates he measured are very small— 
much smaller than those reported by others who claim their rates were con
trolled by mass transfer. Ma used commercial α-methylstyrene without further 
purification; impurities may have therefore partly poisoned the catalyst. That 
is why we decided to conduct a series of experiments to obtain a reliable 
intrinsic rate equation for the reaction. 

Kinetic Study of the Hydrogénation of a-Methylstyrene on 
Palladium-Alumina Catalyst 

Characterization of the Reactants and the Catalyst. R E A C T A N T S . All ex
periments reported here were done with the same quality of reactants. a-Meth
ylstyrene, provided by Riitgerswerk A . G . , was 99.5% pure. The main impuri
ties are butylbenzene (0.4%) and cumene (0.1%). Before use, it was dried 
on alumina which simultaneously removed the polymerization inhibitor (p-tert-
butylcatechol). We used 99.99% hydrogen and 99.8% nitrogen (main im
purity, argon) provided by FAir Liquide S.A. The maximum current content 
of oxygen in the gases was 3 ppm. 

C A T A L Y S T . We used four different catalysts of palladium on porous 
alumina, numbered from 1 to 4. These are industrial products supplied by 
Engelhard Industries. In the trickle bed reactor, we used two catalysts (Nos. 3 
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Table I. Physical Properties of Palladium-y-Alumina Catalysts 

Catalyst Number 

Property 1 2 3 4 
Bulk form powder powder cylinder cylinder 
Mean particle diameter, μ 2.5 2 — — 
Bulk dimensions, mm height 3.52 3.50 

diameter 3.24 3.32 
Palladium content, % 0.5 5 0.5 1 
Palladium dispersion, % 20 20 37 30 
Mean palladium crystallite 

diameter, A 53 53 29 35 
Total surface area, m2/gram 59 57 102 202 
Particle total pore volume, 

cmVgram 0.144 (0.144) 0.308 0.328 
Pore volume, radius < 200A, 

(0.144) 

cm3/gram 0.093 (0.093) 0.190 0.220 
Particle apparent density, 

(0.093) 

grams/cm3 

Solid true density, grams/cm3 

2.44 2.39 1.74 1.69 grams/cm3 

Solid true density, grams/cm3 3.76 3.65 (3.76) (3.76) 
Particle porosity, % 35.2 34.4 53.7 55.2 

3 

2 

•\ePd 

/ 
1000 500 0 

Figure 1. Palladium distribution through the 
pellets (o — external surface) (catalyst No. 3) 

and 4) in the form of Vs X %-inch cylindrical pellets: No. 3 is a coated 
catalyst; No. 4 is an impregnated one. To determine the intrinsic rate equation, 
we used two powdered catalysts (Nos. 1 and 2) and two powders obtained 
by crushing the pellets of catalysts 3 and 4. 

All catalysts were thoroughly characterized to enable us to interpret the 
experimental results on the most fundamental basis possible. All physical prop
erties were determined experimentally (13); the most important ones are given 
in Table I. We think that the measurement of the palladium dispersion (de
fined as the fraction of the total number of metal atoms which are at the 
surface of the metal particles ) is particularly important for studying intrinsic 
kinetics. This measurement was done according to the procedure of Benson 
et al. (14). On the other hand, the measurement of the palladium distribution 
through the pellets is absolutely essential for the kinetic study of diffusion with 
reaction in the liquid-filled pores of the catalyst. The results we obtained with 
an electronic microprobe are shown in Figures 1 and 2. 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

01
3

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



13. GERMAIN E T A L . Catalytic Trickle Bed Reactor 167 

3 

2 

0 

7. Pd 

1 
1000 500 0 β 

Figure 2. Palladium distribution through the 
pellets (o = external surface) (catalyst No. 4) 

Intrinsic Rate Equation. To determine the intrinsic rate equation, the 
hydrogénation was carried out in a semicontinuous, stirred tank slurry reactor. 
Care was taken to avoid rate limitations by mass or heat transfer. The reaction 
rates we measured were so high that it was necessary to use very small amounts 
of catalyst (about 5 mg Pd/liter) to avoid concentration gradients at the 
gas-liquid interface. The concentration gradients at the liquid-solid interface 
were reduced to insignificant values by using very fine powdered catalyst 
(dp < 3/0. 

We assumed that the Sherwood number is 2 and calculated that the con
centration of hydrogen at the outer surface of the catalyst is larger than 99.5% 
of its bulk liquid concentration in the most unfavorable experimental conditions 
(T = 110°C, P H 2 = 200 torr). Under the same conditions, the Thiele modulus 
(φΒ) is small enough (φ8 = 0.528 if τ = 8, see below) to enable us to conclude 
that the effectiveness factor is very close to 1 and that there is no pore diffusion 
limitation. 

This kinetic study led to important results which proved absolutely neces
sary for the continuation of the work: 

(a) Catalyst activity depends strongly on the purity of the reactants. If 
the α-methylstyrene is not pure enough, the catalyst deactivates quickly. With 
a rigorously standardized procedure of purification, we could obtain repro
ducible measurements and avoid deactivation for a long time. In fact, the 
activity of the catalyst did not decrease until each palladium atom had con
verted one million molecules of α-methylstyrene to cumene. 

(b) Catalyst activity is not stable during the first few hours of a run. To 
obtain reproducible measurements, it is necessary to measure the reaction rate 
after the catalyst has reached steady state activity. 

(c) For the four catalysts used, the reaction rate is proportional to the 
exposed metallic area and does not depend on the dimensions of the palladium 
crystallites. The hydrogénation of α-methylstyrene appears to be "structure 
insensitive" (15). It is therefore easy to predict the activity of any palladium 
catalyst if the dispersion of the palladium is known. 

(d) The best rate equation fitting our results is: 

'•-""(arx-tTH-i)] <" 
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where ΓΑ (moles A converted/sec X gram superficial Pd) = specific rate 
A = α-methylstyrene, 
P H 2 (torr) = partial pressure of hydrogen, 
R (cal/mole ° K ) = ideal gas constant, 
Τ ( ° K ) = absolute temperature 

This equation is valid at 25° -110°C , and at 100-2000 torr hydrogen, as 
far as the β-phase of the palladium-hydrogen system is stable. The reaction 
order with respect to «-methylstyrene is zero if its mole fraction remains greater 
than 0.01. It is particularly noteworthy that the reaction order with respect to 
hydrogen is constant and does not depend on temperature or hydrogen pressure. 
We found that the power law kinetic form gave the best representation of the 
influence of the hydrogen pressure. For example, it is not satisfactory to sup
pose that hydrogen adsorbs dissociatively or molecularly on the catalyst in 
order to formulate a Langmuir-type rate expression. Further details on the 
determination of the intrinsic rate equation and experimental methods are given 
by Germain (13). 

Apparent Rate Equation. Because of the high intrinsic activity of the 
palladium and the rather large diameter of the catalyst pellets used in a trickle 
bed reactor, the effectiveness factor is small as the reaction proceeds under 
pore diffusion control. Unfortunately, it is not possible to calculate a priori the 
influence of diffusion on the reaction rate in the liquid-filled pores of a 
catalyst. In fact, to develop the theory of liquid diffusion in porous catalysts, 
numerous hypothesis are needed, and the experimental data are still too scarce 
to verify them (16, 17). Therefore we have measured experimentally the 
apparent reaction rate on the pelleted catalyst. 

We use a stirred tank reactor similar to Carberry's (18). However, to 
avoid pellet crumbling, the wire basket containing the catalyst is not attached 
to the impeller but is substituted for a baffle. The basket is located close to 
the end of the impeller in a high turbulence zone which allows very high mass 
transfer rates at the external surface of the pellets. The reaction rate remained 
constant when the rotational speed was varied between 750 and 2000 rpm, 
which showed in this case the absence of external transport resistances. We 
think that this novel arrangement of the Carberry-type reactor is an important 
improvement for studying diffusion with reaction in the liquid-filled pores of 
catalyst pellets. 

The results of the apparent kinetics study are summarized below. 

For catalyst No. 3, the apparent rate equation is: 

" - ' · ' » χ ' » - [Îm] "' «•> [ τ τ Η » " ¥)] » 
For catalyst No. 4, the apparent rate equation is: 

rA = 0.79 Χ ΙΟ- [ftg.-] » " e x p J ™ (0.003 - * ) ] (3) 

The effectiveness factor of the pelleted catalysts is very low, as determined 
by comparing Equations 2 and 3 with Equation 1; its value is of the order of 
a few hundredths. 

Considering the unavoidably limited accuracy of kinetic measurements, 
there is good agreement between the theory of diffusion with reaction in porous 
catalysts and our results; the theory predicts 0.815 for the apparent order with 
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respect to hydrogen and 7 kcal/mole for the apparent activation energy. The 
order with respect to α-methylstyrene remains zero for its diffusion is much 
easier than hydrogen because of its much greater concentration. (A more 
rigorous justification of this fact is given by Germain (19).) 

1 o( MS+Cumene 
Lengths in millimeters 

Figure 3. Experimental trickle bed reactor 
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As to the value of the pre-exponential factor, we must introduce the em
pirical "tortuosity factor" ( τ ) in computing the effective diffusion coefficient 
(D e f f ) to bring theory and experimental together. D e f f is defined by: 

Deff - — (4) 
τ 

where D is the molecular diffusion coefficient and ε is the void fraction of the 
pellet. For catalyst 3, τ is equal to 9.5, and for catalyst 4, it is equal to 6.5. 
In theory these tortuosity factors depend on the geometry of the catalyst pores 
and are typical for the catalyst structure; in their computation we took into 
account the profile of palladium concentration in the pellets and the difference 
of palladium dispersion from one catalyst to the other. Further details on the 
determination of the apparent kinetics and comparison of our results with those 
of Satterfield et al. (β, 16) and Sedriks and Kenney (17) are given by Ger
main (13). With a good knowledge of the intrinsic and apparent rate equa
tions, it is now possible to study the trickle bed reactor itself. 

Experimental Apparatus and Procedure 

Although commercially, cocurrent downflow is generally preferred in 
trickle bed reactors, we chose to study a reactor in which the gas and liquid 
were flowing countercurrently. Countercurrent flow can be very interesting 
when the reaction is limited by thermodynamic equilibrium. Nevertheless, the 
results we obtained are certainly valid for reactors with cocurrent downflow 
because, as we shall see, the gas flow rate does not seem to influence the per
formance of our reactor under our experimental conditions. 

Our experimental trickle bed reactor is shown in Figure 3. It consists of 
a borosilicate glass cylinder 450 mm long and 40 mm internal diameter, 
jacketed with a 75-mm internal diameter borosilicate glass tube. To limit the 
reactor temperature rise, water at constant temperature flows through the 
annulus. 

Hydrogen enters the reactor at the bottom and flows through a perforated 
stainless steel plate which supports the granular bed. Good distribution of the 
gas feed is ensured by the small pressure drop through this plate which is also 
crossed by a 4-mm id stainless steel pipe draining the liquid out of the reactor. 
At the top of the reactor, three 1-mm id stainless steel pipes distribute the 
liquid so that it trickles as uniformly as possible on the granular bed. A thermo-
well axially traverses the reactor. A thermocouple can be moved inside along 
the bed axis. 

The bed comprises the catalytic section surrounded on each end by a 
layer of inert alumina pellets which have the same dimensions as the catalyst 
pellets. These alumina layers are useful for distributing the gas and the liquid 
feed, for bringing them into equilibrium, and for heating them as closely as 
possible to the temperature of the jacket. 

A schematic of the reactor and of its peripheral equipment is shown in 
Figure 4. Liquid feed, held under constant hydrogen pressure, comes from a 
Mariott's bottle; it is preheated before entering the reactor. At the inlet and 
outlet of the reactor, liquid samples for analysis can be withdrawn through 
septums with a microsyringe. The gas feed is also preheated; the gas flowing 
out of the bed is cooled at the top of the reactor to condense the greatest part 
of the vapors. The experimental setup is designed to avoid any contact between 
the liquids and atmospheric oxygen. Hydroperoxides formed by autoxidation 
of hydrocarbons poison the catalyst. Throughout each run, the liquid and the 
gas flow rates, the temperature of the jacket, and the composition of the liquid 
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et test meter 

Figure 4. Experimental flow diagram 

Table II. Range of Variables 

Variable Range 

Total pressure 
Temperature of the jacket 
Liquid superficial mass flow rate 
Gas superficial flow rate 
Hydrogen partial pressure 
α-Methylstyrene mole fraction 

atmospheric 
27-75°C 
0.008-0.16 gram/cm2 sec 
0.16-3.34 cm3 NTP/cm 2 sec 
atmospheric 
0.5-1 

are held constant. The variation range of the main variables is given in 
Table II. Five different catalyst loadings were used so that five series of runs 
could be made. The bed parameters for each loading are given in Table III. 

Before using a new bed loading, the catalyst is reduced in situ with hydro
gen. Under a nitrogen atmosphere, cumene or α-methylstyrene enters the 
reactor at a flow rate high enough to flood the bed which is completely wetted. 
Each run lasts generally at least 10 hr, which is the time required to reach a 
constant conversion at the exit of the reactor. If one run does not immediately 
follow another, the reactor is cooled to ambient temperature, nitrogen is then 
substituted for hydrogen, and a small liquid flow rate is held until the next 
run starts. 

During a run the liquid and the gas flow rates are measured by calibrated 
rotameters, the liquid flows are analyzed for refractive index, and the axial 
temperature profile is thoroughly recorded. In addition, the visual observation 
through the borosilicate glass wall of the reactor allows us to evaluate quali
tatively pellet wetting. This last facility has been very important for explaining 
our results. 

Since the reaction is zero order with respect to α-methylstyrene and 
changes in hydrogen partial pressure through the bed are negligible, the over
all rate of reaction can be expressed as: 

r = F h (ae — α β) (moles/sec) (5) 
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172 CHEMICAL REACTION ENGINEERING II 

where F L = liquid molar flow rate (moles/sec); a e, a s = mole fraction of the 
α-methylstyrene, respectively, at the inlet and the exit of the reactor. 

The specific rate of reaction is given by: 

I_ Fjj (ae - ap) ( m o l e g / g e c χ m g p d ) ( 6 ) 

where w = weight of catalyst (gram); β = weight fraction of palladium on 
the catalyst. 

For runs No. 1 (see Table III), the catalytic bed is not diluted with inert 
alumina. During these runs, we observed such high temperature gradients 
along the axis of the reactor that it was not possible to interpret the measure
ments correctly. Even when the temperature of the jacket is kept below 40°C, 
the temperature of the catalyst increases to 100°C or higher from the heat gen
erated by the reaction. (The adiabatic temperature increase is close to 5.8°C 
for each percent conversion, as calculated by Babcock et al. (9).) That is why 
we diluted the catalytic bed with inert alumina for all further series of runs, 
as indicated in Table III. 

Table III. Bed Parameters 

Loading No. ( = Series of runs) 

Parameter 

Height of lower alumina layer, mm 
Height of upper alumina layer, mm 
Catalytic bed 

height, mm 
weight of inert granules, gram 
weight of catalyst pellets, gram 
palladium percentage, 
weight of palladium, gram 

Ratio of bed diameter to pellet diameter 

1 2 S 4 δ 

175 90 150 60 240 
175 150 75 75 75 

100 210 225 315 135 
0 120 120 180 60 

60 30 30 30 30 
0.5 0.5 1 I 1 
0.3 0.15 0.3 0.3 0. 

12.5 12.5 12 12 12 

Despite attempts to maintain isothermal operation, we could not avoid 
some temperature rise in the catalytic bed. For correlating rate data, an average 
value of the temperature of each run is useful. We have tried to calculate such 
a value from the axial temperature profile which is measured experimentally. 
We define a mean temperature Tm as the temperature of an hypothetical iso
thermal reactor in which the reaction rate should be the same as in the experi
mental one. This rate is expressed by: 

Iffy, Μ Ρ ( - fe) d V« = F R β Χ Ρ ( - WÙ (7) 

where Vn is the volume of the reactor (cm 3), and E& is the apparent activation 
energy of the reaction (cal/mole). If we suppose that the temperature is 
uniform in each cross-section of the catalytic bed, it follows: 

/ i e x p - « f e ) < i x = i e x p - s f c ( 8 ) 

where χ is the axial coordinate (cm), and L is the length of the catalytic bed 
(cm). Thus, we have to calculate Tm and E a by an iterative procedure for 
each series of runs. The convergence is rapid; generally, three or four itera
tions are sufficient. Of course, the mean temperature approximation is only 
justified if the apparent energy of activation is constant. We shall see below 
that all our results were correlated rather well by a simple Arrhenius relation-
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ship. We have thus, a postiori, an indication of the validity of Equation 8. For 
the discussion of the results, it is important to note that the calculated T m value 
(Equation 8) is always a little greater than the mean temperature defined in 
Equation 7 since the temperature on the axis of the reactor is, in theory, the 
maximum temperature in each cross-section for an exothermic reaction. 

Results and Discussion 

Wetting the Bed. With a fresh catalyst packing, complete wetting of 
the bed is very difficult to realize. At the beginning of a hydrogénation run, 
the whole packing remains dry for a long time except for some thin channels 
where the liquid trickles. With time, the number of wetted pellets increases 
slowly. According to the temperature, the bed is finally completely wetted 
(T < 35°C) or not ( Γ > 3 5 ° C ) . If we substitute nitrogen for hydrogen, or 
pure cumene feed for pure α-methylstyrene feed, an apparently uniform wet
ting of the bed rapidly takes place. In fact, in such a purely physical situation, 
channeling exists, as can be shown by tracer experiments (20), but all the 
pellets are wetted according to visual observation. In the system under reaction 
conditions, we observe that dry areas subsist for any liquid flow rate if the 
temperature is high enough ( Γ > 3 5 ° ) . These areas are always located in the 

0.75 

07 

0.65 

0.6 
0 1 2 3 4 5 6 

Elapsed time, hours 

Figure 5. Equilibration of the reactor 

catalytic section of the granular bed, never in the upper or lower layers of 
inert material. During the reaction, the dry parts of the bed are transient: 
some pellets may be dry at a given time, wetted a few hours later, and again 
dry later on. The reaction itself seems thus to have an influence upon the 
hydrodynamic behavior of the trickle bed. This point is important since it 
shows that purely hydrodynamic study should not be sufficient to characterize 
the liquid flow in trickle bed reactors. To be useful for designing and predicting 
performances of trickle bed reactors, the hydrodynamic study should be made 
during reaction because wetting and reaction are probably strongly connected. 

Reactor Equilibration and Influence of the Liquid Flow Rate. After the 
beginning of a hydrogénation experiment, the overall reaction rate is changing 
during the first few hours of the run, as shown in Figure 5. The rate goes up 
or down, according to the starting procedure of the reactor. The reactor be
havior at the beginning of a run is believed to be determined not only by the 
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catalyst activity equilibration, but mainly by the extent of wetting of the 
catalyst bed. If the reactor is held under nitrogen while heating to the desired 
temperature, the reaction rate is at first very slow when the hydrogen is fed, 
and then it increases slowly up to a steady state (see Figure 5). On the contrary, 
if the reactor is started under reaction conditions, it may be that the reaction 
rate is at first very high, and then decreases gradually to reach the steady state. 
Such similar behavior of a trickle bed reactor has been observed by Sedriks 
and Kenney (8). 

Rate 
1CT3moles 

0,1 

0,05 

13 
Η ο 15 
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Figure 6. Liquid flow rate dependence of reaction rates (runs 203-215) 

In addition, when the reactor temperature is high enough ( Γ > 3 5 ° C ) , 
we have observed at least two different steady states. Figure 6 shows reaction 
rates for 13 successive runs of series No. 2 (see Table III). The dependence 
of the reaction rate vs. the liquid flow rate is not uniform. For runs 203-210, 
reaction rate increases when the liquid flow rate decreases. If the liquid flow 
rate is increased in this sequence of runs, much higher reaction rates occur 
than those measured previously (runs 211-215). 

These runs have been conducted at a constant jacket temperature of 55°C. 
The reaction rate obtained with the same catalyst pellets in the stirred tank 
reactor (Equation 2) at 55°C equals 0.045 Χ 10"3 mole/sec. This value is 
higher than the rates of runs 203-209 (low rate steady state) but is smaller 
than the rates of runs 210-215 (high rate steady state). 

At first, it is quite normal that the reaction rate obtained in a trickle bed 
reactor is smaller than the rate prevailing in the stirred tank reactor because 
of the rate limitation by diffusion through the liquid film surrounding the 
catalyst pellets. The trickle bed reactor performance can be explained by 
supposing that the liquid film thickness is about 0.03 mm, which seems very 
likely according to the liquid holdup calculated from tracer experiments in 
our laboratories (20, 21) and following the equation proposed by Satterfield 
and Way (7). 

The results obtained for runs 210-215 are, on the other hand, paradoxical. 
Diffusion is much easier in the stirred tank reactor, and yet we observe the 
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Figure 7. Axial temperature profiles 

lowest reaction rates in this device. It is possible to explain at least partly this 
experimental fact by supposing that the catalyst temperature is much higher 
than the jacket temperature. We shall show however that this explanation is 
not completely satisfactory. 

Axial Temperature Profile. The thorough measurement of the axial tem
perature profile is valuable in understanding the mechanisms of the trickle bed 
reactor. Typical measurements are shown on Figures 7 and 8. When the 
reaction rate is high (high rate steady state), one or more hot spots appear in 
the catalytic bed (runs 210 and 212 on Figure 7). When the reaction rate is 
low (low rate steady state), the catalytic section of the granular bed is almost 
isothermal (run 203 in Figure 7). During some runs, we have observed three 
or even four hot spots (see Figure 8), which is very difficult to explain unless 
the catalyst pellets and the inert pellets are not well mixed. This assumption 
must be ruled out. Then, why have we observed hot spots during some runs 
and not during others, for the same operating variables? Why are the hot spots 
not always at the same place for the same bed loading (runs 210 and 212 in 
Figure 7)? In fact, when the reaction proceeds, the warm areas move through 
the catalytic bed—i.e., the temperature of a defined area of the bed changes 
continuously. The working of the bed presents some aleatory character. 

Similar observations have been made above concerning the dry and 
wetted areas in the bed. It is also possible that the same areas are simultane
ously warm and dry. Indeed we have good reasons to believe this assumption, 
despite the fact that we observe the dry areas near the wall of the reactor 
while we measure the temperature along the axis of the reactor. Given some 
visual observations, for example, a liquid condensation on the reactor wall 
just near each dry area, we may admit that the catalyst pellets are drying 
because they grow hot. The formation of the dry areas is not directly related 
to poor liquid distribution (at the wall of a packed bed, the liquid flow rate 
is always larger than in the bulk of the packing and should not favor dry areas) 
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Figure 8. Axial temperature profile 

but results from the heating of the catalyst. The existence of warm and dry 
catalyst pellets poses the question: what is the effective reaction rate at the 
gas-solid interface? If higher reaction rates can be obtained on dry catalyst 
pellets, we could explain the high rates we have observed when dry areas are 
present in the bed. This explanation has already been proposed by Sedriks 
and Kenney (22), who were studying the hydrogénation of crotonaldehyde in 
a trickle bed reactor. 

The Hydrogénation of α-Methylstyrene in Vapor Phase. A kinetic study 
of the hydrogénation of α-methylstyrene vapor on palladium powdered catalyst 
No. 1 (see Table I) was done in our laboratory (23). Despite the difficulties 
in measuring very high reaction rates, this study enables us to derive useful 
results. The reaction order with respect to α-methylstyrene is zero, the order 
with respect to hydrogen partial pressure is about 0.8, and the apparent activa
tion energy is close to 9000 cal/mole. For a fresh catalyst, the reaction rate is 
a little greater than the intrinsic reaction rate in the liquid phase, but the 
catalyst deactivation is fast; after 50 hr, the rate of reaction is negligible. 

To summarize, except for deactivation, the intrinsic rate equation for the 
gas phase reaction is almost identical with the corresponding rate equation in 
the liquid phase. We arrive at the same conclusion Way (4) derived for the 
isomerization of cyclopropane to propylene: The reaction rates depend much 
more on the fugacities of the reactants, of which the partial pressures give 
good values, than on their concentrations. 

Deactivation can be explained by catalyst poisoning by a polymer. Cata
lytic activity is restored by washing with benzene, cumene, α-methylstyrene, 
or any solvent of the α-methylstyrene polymer. This is why we do not observe 
any noticeable deactivation of the wetted catalyst. 

Temperature Dependence of the Reaction Rate in the Trickle Bed Reactor. 
Because of the two steady-state possibilities, the temperature dependence of the 
reaction rate is not easy to establish. For the low rate steady state operation, 
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we do not have enough data to obtain an accurate correlation. The apparent 
activation energy is rather low, about 5000 cal/mole, which corroborates the 
assumption that the reaction rate is limited by hydrogen transfer through the 
liquid film surrounding the pellets. However, it is not absolutely certain that 
in the range of temperature and flow rates of this work the low steady state is 
really stable. Hereafter, we shall only consider the high rate steady state. 

Figure 9 shows an Arrhenius plot of the results obtained with bed loading 
No. 4. The apparent activation energy is high (8100 cal/mole), even a little 
higher than that obtained with the same catalyst in the stirred tank. We 
observe also that the scattering of the experimental results is greater when the 
temperature is low. This is probably caused by difficulties in reaching steady-
state operation. Figure 10 shows the results obtained with bed loading Nos. 3 
and 5 (see Table III): the corresponding lines are c and b. Lower specific 
rates are obtained with the less diluted catalyst bed. Figure 10 also shows the 
rate obtained with the stirred tank reactor (line a). As previously pointed out, 
the rates in this latest case are smaller than those measured in the trickle bed 
reactor. This is especially surprising because the temperature used for corre
lating the trickle bed rate data has been a little overestimated. 

Mechanisms of the Trickle Bed Reactor. The first hypothesis we con
sidered is that the reaction proceeds with a higher rate on the dry catalyst 
pellets because of the easier diffusion of the reactants in the gas phase, even 
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Figure 9. Temperature dependence of the reaction rates (series No. 4) 

if the intrinsic reaction rate is the same in the gas phase as in the liquid phase. 
This hypothesis has already been formulated by Ware (24), Pelossof (25), and 
Sedriks and Kenney (8). It is also logical to suppose that during reaction 
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the steady-state temperature of the dry pellets is higher than that of the wetted 
pellets. 

Such a hypothesis does not hold under careful examination. If the intrinsic 
reaction rate in the gas phase is as high as in the liquid, the effectiveness factor 
of the pellets cannot be high. The apparent reaction rate obtained on dry 
pellets is very low. Whereas the α-methylstyrene diffuses very easily in the 
liquid phase, the situation is quite different in the gas phase. Because of its 
low volatility, the α-methylstyrene is in small concentration (at 60°C, C = 8.7 
Χ 10"7 mole/cm 3), and it diffuses in the slow Knudsen regime through the 
rather small diameter pores of the catalyst (26). In fact, the effectiveness factor 
of the dry catalyst pellets is so low that the effective reaction rate on these 
pellets (in the absence of external transfer resistances) is smaller than the rate 
on the wetted ones. Consequently, dry pellets cannot have a sufficiently high 
activity to explain the high conversion we have measured. 

Therefore, the most active pellets are those which are only partly wetted. 
In this case, gaseous and liquid reactants diffusions are simultaneously easy in 
the gas-liquid interface of these pellets. Because of capillary forces, partial 
wetting of the pellets is enough to ensure good availability of the α-methyl
styrene to the reaction sites. It is even possible that in partly wetted pellets 
the capillary forces create some convective mass transfer which may be more 
efficient than molecular diffusion. Liquid α-methylstyrene can enter a partly 
wetted pellet at one side, be hydrogenated to cumene near the gas-liquid 
interface, and reach the gaseous phase since the reaction product is more vola-
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tile than the reactant. According to this mechanism, the polymer which may 
form cannot be dissolved and eliminated through the liquid stream. 

Consequently, when the catalyst pellets are completely wetted, the appar
ent reaction rate is low since it is limited by the hydrogen diffusion through 
the liquid film surrounding the pellets and particularly by the diffusion in the 
liquid-filled pores of the catalyst. When dry and warm areas appear in the 
bed, partly wetted pellets appear at the same time on which the greatest part 
of the α-methylstyrene conversion proceeds. These partly wetted pellets become 
hot from poor heat transfer associated with their poor irrigation. As a result, 
their activity increases again. 

As long as the reaction rate is high, the heat generated is sufficient to hold 
the active areas dry. However, the activity decreases gradually because of 
polymer formation. The pellets cool and can be wetted once again. The liquid 
then dissolves the polymer, and some time later catalyst activity will be restored. 
This explains the cyclic evolution of catalyst activity. 

We can also understand why the lowest specific reaction rates are obtained 
in the less diluted catalyst bed. If the catalyst pellets are next to each other, 
large, completely dry areas may form through which the liquid has no access. 
Since α-methylstyrene diffusion is not easy in the gas phase, these areas, even 
at high temperature from the surrounding active pellets, do not contribute 
efficiently to the conversion of the α-methylstyrene to cumene. 

Conclusions 

The accurate characterization of the processes which occur in a trickle bed 
reactor is extremely difficult, not only because of the numerous different phe
nomena which exist (two-phase flow, convective and diffusive mass transfer, 
heat transfer, chemical reaction, and activation and deactivation of the catalyst, 
etc.), but also because all these phenomena are strongly connected; thus, it is 
not easy nor meaningful to study each of them independently of the others. 

However, despite its complexity, the trickle bed reactor offers important 
advantages over the fixed bed when it operates in the gas phase. First is the 
possibility of feeding the reactor with approximately stoichiometric amounts 
of reactants, thereby avoiding expensive recirculation. A second advantage is 
easier temperature control. We have observed that because of the vaporization 
of the liquid feed, heat transfer is greatly enhanced. We could determine that 
the heat conductibility of the wetted bed is much higher than that of the same 
bed operating in the gas phase (further details are given by Saive (20) ). 

We also have shown another reason, quite essential, which justifies the 
use of the trickle bed reactor—the much more stable activity of the catalyst 
in the presence of a liquid. The observations concerning the hydrogénation of 
the α-methylstyrene are probably not specific for this reaction. In numerous 
industrial heterogeneous catalytic processes, heavy byproducts (tars, for ex
ample) form, settle on the catalyst, and poison it. In the presence of a liquid 
phase, these byproducts are dissolved, and the lifetime of the catalyst is 
extended. 

Finally, we would emphasize how the hydrogénation of the α-methyl
styrene on palladium is a good test reaction for the study of three-phase systems. 
It is simple to use in the laboratory but complex enough to encompass many 
of the problems encountered in the industrial three-phase catalytic processes. 
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An Experimental and Computational Study 
of the Hydrolysis of Methyl Formate in a 
Chromatographic Reactor 
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An experimentational and computational study was made of the 
general equilibrium-limited reaction of the type Α = Β + C 
occurring under chromatographic conditions. The liquid phase 
hydrolysis of methyl formate passed through a bed of activated 
charcoal was the system. This study was done to test a liquid-
solid chromatographic reactor and to verify a mathematical model 
proposed for the system. In every experiment, conversions in 
excess of the equilibrium value were obtained, and complete 
conversion was achieved in some cases. The experimental results 
were compared with the results predicted by numerical solution 
of the mathematical model. The model was adequate if measures 
were taken to account for multicomponent adsorption and axial 
dispersion. 

A chromatographic reactor involves certain fundamental principles. The 
column is filled with a solid adsorbent which may act also as a catalyst 

support, or a solid which is impregnated with a liquid (stationary phase) which 
may or may not be involved in the reaction. A carrier fluid (mobile phase) 
flows continuously through the column, and this carrier may be either an inert 
fluid or one of the reactants. A reactant or reaction mixture is injected into the 
reactor as a pulse. As the mobile phase sweeps this pulse through the column, 
both reaction and separation occur because the components (both reactants 
and products) have different affinities for the solid adsorbent or stationary 
phase and they will tend to separate as the pulse moves down the column. 
Both gas and liquid chromatographic columns can be used as chemical reactors. 

One important application of these principles is in studies of chemical 
kinetics, adsorption, and other rate phenomena (I, 2, 3, 4, 5, 6, 7, 8). Here, a 
major benefit is the convenience of using standard chromatographic instrumen
tation in addition to the pulse separation possibilities. Of more interest to the 
present work are some possible industrial applications. Roginskii et al. (9), 

1 Present address: Mobil Chemical Co., Edison, N. J. 
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pointed out that in such a reactor, conditions might be created under which 
the reaction products separate during most or all of the time the substances 
are passing through the column. They suggested that some types of equilibrium-
limited reactions might be forced "past" equilibrium in a chromatographic 
system. Matsen et al. (10) presented four conditions they felt were necessary 
for a chromatographic reactor to be advantageous: (1) the reaction must be 
reversible, and the equilibrium constant must be small, (2) the separation of 
products should limit the reaction—i.e., the reaction rates should be relatively 
high, (3) at least two chromatographieally separable products must be formed, 
and (4) reactants must not be separated in the reactor. 

A number of experimental studies have been done of gas-phase reactions 
occurring under chromatographic conditions over a solid catalyst. Among these 
are the dehydrogenation of cyclohexane (10, 11, 12, 13, 14) and other reac
tions (15, 16, 17). In these cases, equilibrium yields were exceeded, in some 
cases by as much as an order of magnitude. 

Theoretical studies were done of a reaction of the type A ?± Β + C by 
Magee (18), Roginskii and Rozental (19, 20), and Gore (21). Saito et al. 
(22) considered reactions having two to four components, with a maximum of 
two reactants. Langer et al. (5) defined and characterized a general "ideal 
chromatographic reactor" which differs from the ideal batch, plug flow, or 
stirred tank reactor. Most or all of these characteristics were assumed in all of 
the work done so far on chromatographic reactors. As defined by Langer et al. 
(5), the ideal chromatographic reactor has six basic characteristics: (1) a pulse 
of reactant reacts as it travels through the column, and the reaction products 
are instantaneously separated from the reactant and, in many cases, also from 
each other, (2) the mobile phase is incompressible—i.e., its linear velocity is 
constant through the column, (3) axial dispersion and band spreading are 
negligible, (4) the rates of mass transfer, adsorption, and absorption are fast 
and not limiting—i.e., the reaction rate is limiting, (5) the adsorption isotherms 
are linear, and (6) the column operates isothermally, and heat effects are 
negligible. 

If the chromatographic reactor is to be industrially useful, the requirement 
of small, narrow pulses is very restrictive. Even though high conversions could 
well be obtained, total average output of products would be quite low. If the 
pulse is of an industrially reasonable size and duration, the reaction products 
can no longer be assumed to completely separate instantaneously from the 
reactant or from each other. For a gaseous mobile phase, the assumptions of 
an incompressible mobile phase and of a linear isotherm are not usually accu
rate. While the assumption of an incompressible mobile phase is valid for a 
liquid chromatographic reactor, the assumption of a linear adsorption isotherm 
is, generally, quite unreasonable. Axial dispersion may or may not be negligible; 
this needs to be determined for each individual system. 

Description of System 

To develop and verify a mathematical model of the process, it is not 
necessary that all the above conditions of Matsen et al. (10) be satisfied. Of 
the four conditions stated, only the last two, along with the requirement of a 
reversible reaction, are required to demonstrate the operation of a chromato
graphic reactor. After considerable study, the liquid-phase acid (HC1) cata
lyzed hydrolysis of methyl formate: 
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ki 
H C O O C H 3 + H 2 0 τ± CH 3 OH + HCOOH 

A kt Β C 

was selected. It is a reasonably fast reaction at moderate temperatures, with 
no significant side reactions. The reaction is reversible and equilibrium-limited, 
even when carried out in excess water. Activated charcoal was the adsorbent, 
and the reaction products of an acid and an alcohol had sufficiently different 
properties so that they were readily chromatographically separable. 

Previous studies of the kinetics of this reaction have been done in water, 
aqueous acetone, and other solvents. Newling and Hinshelwood (23) found 
that a straightforward rate equation was satisfactory: 

- rA = fe(HCl) [A] - fc2(HCl) [B] [C] (1) 

The value of fcx = 0.060 min - 1 at 25 °C was determined, with an activation 
energy of 15,600 cal/mole, at 0.05 mole/liter of HC1. If the rate of hydrolysis 
is assumed to be proportional to the concentration of water, the value of kt 

reported by Newling and Hinshelwood can be corrected for the acetone in the 
reaction: 0.152 min" 1, which compares quite well with the value of 0.145 min"1 

at 25°C reported by Salmi (24) for the hydrolysis done in water with HC1 as a 
catalyst. Bell et al. (25) found that kt was a function of acid concentration. 
Values of k± obtained at 25°C ranged from 0.238 min"1 in 2.76N HC1 to 0.420 
min"1 in 6.41N HC1. They found the hydrolysis to be slightly endothermic, with 
a heat of reaction about 4.0 kcal/mole. 

To get reasonably fast reaction rates, concentrations of acid in the range of 
0.5-1.ON are necessary, and experimental rate data at these acid concentrations 
are required. Standard batch kinetic studies were performed in a 50-ml beaker 
(the chemical analytical details are described later). Equilibrium constants 
were also determined after 6-24 hr periods at 22° -24°C for acid concentrations 
of 0.054, 0.54, and 1.06 moles/liter. These were 9.29, 8.36, and 6.75 moles/ 
liter, which indicates some non-ideality. These values should also be essentially 
the same in the presence of the activated charcoal, unless a new solute-solid 
complex were formed; the actual measurement of this could also be complicated 
by the adsorption phenomena. For the same acid catalyst concentrations, the 
values of kl9 corrected to 25.0°C, were: 0.144, 0.154, and 0.176 min" 1. These 
compared well when interpolated between the literature values of Newling 
and Hinshelwood (23) and Salmi (24) and of Bell et al. (25). 

Adsorption from liquids is a complicated phenomenon (26) but can often 
be approximately described by a Langmuir or Freundlich isotherm. Some 
isolated, specific studies are available; Ockrent (27), Oscik (28), and Wilson 
(29) have proposed a straightforward multicomponent form of the Langmuir 
isotherm. Data for the specific system under study were required, and were 
obtained using 5-15 grams of low-activity activated charcoal in an Erlenmeyer 
flask by classical methods, with more than 1 hr equilibration time. Binary 
aqueous solutions of formic acid, methyl formate, methanol, and HC1 were 
studied, along with the ternary systems water-methanol-HCl and water-methyl 
formate-methanol. 

The Freundlich isotherm provided the best description; the multicom
ponent systems could not be described by the multicomponent Langmuir iso
therm of Wilson (29). Therefore, Freundlich isotherms were used to fit the 
binary data: 

qi = biC^i, i - A, B, C (2) 
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where q is the moles adsorbed per mass of solid. Empirical correction factors 
were used for the multicomponent systems. The resulting parameter values are 
given in Table I and provide good fits for concentrations less than 1.5 moles/ 
liter. 

Table I. Constants for Freundlich Isotherm, qx = bfi^i 

System 

Formic acid-
H 2 0 

HC1-H 20 
Methanol-

1.03iV HC1 
Methanol-

H 2 0 
Methyl formate-

H 2 0 

No. of 
Data 

Points 

12 

6 

7 

8 

8 

Highest 
Solute 

Concn., 
moles/ 

liter 

1.631 
1.547 

1.536 

1.480 

1.530 

0.00292 
0.000868 

0.00158 

0.00176 

0.00506 

rrii 

0.357 
0.285 

0.841 

0.843 

0.428 

% Deviation 

Mean Max Standard 

3.3 
2.7 

4.0 

3.4 

3.6 

7.0 
5.0 

9.5 

9.8 

7.2 

3.9 
3.3 

5.2 

4.9 

4.1 

Methyl formate was adsorbed to a much greater degree than any of the 
other components, about twice that of formic acid; the adsorption of formic 
acid was roughly 50% greater than that of methanol at any given concentra
tion; HC1 was adsorbed the least. The isotherm describing the adsorption of 
HC1 was the most nonlinear, with formic acid, methyl formate, and methanol 
coming next in order of decreasing nonlinearity. As shown in Table I, methanol 
adsorption was decreased somewhat (ca. 10%) by the presence of HC1 in 
the solution. In the multicomponent systems, the main complication was that 
methanol adsorption was significantly reduced by the presence of methyl for
mate; this was handled by an empirical correction. 

Mathematical Model 

In developing the material balance or continuity equations for each of the 
components involved in the chromatographic reactor, some assumptions were 
made: (1) negligible axial dispersion, (2) flat velocity profile, (3) flat con
centration profile (i.e., plug flow), (4) constant velocity (constant fluid den
sity), (5) constant temperature, (6) instantaneous adsorption equilibrium, 
(7) reaction takes place only in the liquid phase, (8) adsorption-desorption 
isotherms are equal (no hysteresis), (9) adsorption of one component is inde
pendent of concentration of other solutes. The final assumption that the adsorp
tion of one component is unaffected by others in a solution is obviously invalid, 
but is made in the absence of any theoretical multicomponent liquid-solid 
isotherm. Then, the mass balance for species i is: 

+ 2 £ _ r i (3) 
dt ^ ε dt ^ dz W 

where ε is the total fraction of void space in the bed, p s is the bulk density of 
packing, and ν is the interstitial velocity. With the Freundlich isotherm, Equa
tion 2, the mass balance becomes: 

dCi v dd η ( 4 ) 

dt 1 + Φιϋΐι dz 1 + <ï>iCVi v ; 
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14. WETHEROLD ET AL. Chromatographic Reactor 185 

where ei = mi— 1 and Φι = p^mjb^e. 
Equation 4 can be made dimensionless by introducing the dimensionless 

time τ = vt/L, length χ = z/L, and concentrations η{ = Ci/CA°, where C A ° 
is the concentration of the injected reactant, component A, averaged over the 
width of the pulse. Then, the mass balance equations are: 

+ 1 +ΦΑ(0 Α °) β ΑηΑ*Α dX ~ ( I ) ( l + C M C V ^ A O ( Η Α + Ke 

dru 
θτ 

(5) 

driB 
θτ 

1 θ η Β (kxL\ ( 1 \ / CAeB° „ \ 

θτ ^ 1 + Φ ο ( 0 Α ° ) β ο η ^ θχ V » A l + Φο(0Α°)βοηοβο/ V U Ke
 l B l c J κ'} 

These are to be solved for initial conditions of zero concentration and with 
boundary conditions: 

ηχ (0, τ) = 7?°i (τ), a pulse input (8) 

Numerical procedures based on the method of characteristics (30), were 
suitable, but a method suggested by Coats (31) had a comparable accuracy 
and was simpler. In terms of Equations 5-7, the finite difference form was: 

m(j + l,n) - mU, n) , 1 n) - m(j, η - I) _ / W \ n(j + 1/2, n) f q l 

A, B, C 

where 

—7 _ p. ^ p. + 1, n) -
Ç l ε dCi ε Ci(i + 1, n) - Ci(j, ») 

and τ = ;Δτ, χ = πΔχ. The rate, rh is evaluated at the average of the concen
trations at times ; and / + 1 for any value of n. An iterative method was thus 
required to obtain 77i(/ -+- 1, n); see Ref. 32 for further details. 

Even though axial dispersion was neglected in the model formulation, the 
numerical technique unavoidably introduces a certain amount of "numerical 
dispersion/* For a linear isotherm, m = 1 or e = 0, an estimate of the dispersion 
coefficient or Peclet number is: 

I D_ 1_ Λ _ 1 Δτ\ L_ 
Pe vL 2N\ Ι+ΦΑχ/' Az 

This value was consistent with the treatment of Hasimoto et al. (33) and also 
the more rigorous description of Chai and Hoelscher (34) and Dayan and 
Levenspiel (35). 

Experimental 

In determining the adsorption isotherms and the basic kinetics, the concen
tration of the formic acid in solution was found by titration. The concentrations 
of all components except formic acid were obtained with a gas chromatograph 
equipped with a thermal conductivity cell. The column gave good separation 
of methanol and methyl formate, although the formic acid concentration could 
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186 CHEMICAL REACTION ENGINEERING II 

not be determined because it and water eluted at the same time. Operating 
temperature was 100°C, the carrier gas was helium; an analysis took less than 
4 min. The accuracy of the analyses was estimated at ± 1.0% at concentrations 
of 1.0 mole/liter or greater to ± 5 . 0 % at concentrations below 0.2 mole/liter. 

The reactor consisted of a 4.2-inch (107 mm) length of PVC pipe, and all 
other reservoirs, tubing, etc., in contact with HC1 were nonmetal. The various 
flows were measured by rotometers, and the carrier fluid driven by pressurized 
nitrogen. The reactant was injected with a dual infusion/withdrawal pump 
using hypodermic syringes. Effluent samples were taken about every 4 min and 
immediately injected into the chromatograph (see Ref. 32 for further details). 

To test the assumption of instantaneous adsorption equilibration, experi
ments with pure methanol pulses in water and 1.03N HC1 carrier solutions 
were performed at four different flow rates in the desired range. The leading 
and trailing edges were the same, indicating the absence of transport effects. 

0 1 2 3 4 5 6 7 8 9 10 II 

Figure 1. Effluent concentrations for run 2211—wide inlet pulse of 
reactant 

Reaction runs were made at flow rates such that the mean residence times, 
L/v, were about 30 and 15 min. The inlet methyl formate concentrations, C A ° , 
were about 1.5 and 1.0 moles/liter. The inlet pulse duration was also varied. 
At the lower inlet concentrations, experimental conversions ranged from 100% 
at the shortest pulse duration of 17.5 min or 0.59 τ to 91.7% at the longest 
pulse duration of 200 min or 6.81 τ. The calculated equilibrium conversion for 
each of these four runs was 87.8%. At the higher inlet concentrations, the 
same trend was observed with the conversions ranging from 99.7 to 87.6% 
for the shortest and longest inlet pulse duration. The comparable equilibrium 
conversions were 83.4 to 83.8%. The shorter pulses were expected to give 
higher conversions because the chromatographic separation becomes more 
efficient as the pulses becomes shorter. However, even for the relatively long 
pulses of 100 to 200 min (3.8 to 6.8 τ ) , conversions greater than those at 
equilibrium were obtained. The chromatographic reactor naturally did not 
show a dramatic increase in conversion over the high equilibrium value, but 
the purpose of the study was to demonstrate models of the process rather than 
duplication of the previous work showing large conversion increases. 
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Ο Ι 2 3 4 5 6 

Figure 2. Effluent concentrations for run 2151—narrow 
inlet pulse of reactant 

Comparison of Model with Experimental Results 

An example of the effluent concentrations is shown for run 2211 in Figure 
1. This run had a mean residence time of 28.1 min, a pulse duration of 107 
min, and C A ° = 1.415 mole/liter. The conversion was 87.6% vs. the equilib
rium value of 83.8%. With the long inlet pulse duration, the various traveling 
peaks have significant overlap although the conversion still exceeds equilibrium. 
Figure 2 presents results for a narrow pulse duration of 18 min, with a mean 
residence time of 28.7 min and C A ° = 1.438. With little peak overlap, the 
conversion obtained was 99.1 vs. 83.8%. Results with similar trends were 
obtained for the other run conditions. 

Figure 3. Comparison of experimental and model results using 
binary adsorption isotherms; run 2191—medium inlet pulse of 

reactant 
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Computed results using the binary adsorption isotherms gave poor results. 
Figure 3 shows this for run 2191 with conditions of mean residence time 28.4 
min, inlet pulse duration 70 min and C A ° = 1.430 moles /liter. To account 
approximately for the multicomponent nature of the adsorption system, an 
empirical factor was introduced into the isotherm: 

with 

qx = RibiCri, i = A,B,C 

0.0 < Rt < 1.0. 

(10) 

RUN R2I9I 
EXPERIMENTAL 
• METHANOL 
ο METHYL FORMATE 
CALCULATED 
—METHANOL 
— METHYL FORMATE 

Figure 4. Improved model results with empirical multicomponent 
adsorption corrections; run 2191 

Table II. Experimental and Theoretical Conversions 

Methyl Formate Converted, % 

Run No. 

2211 
2151 
2191 

Experimental 

87.6 
99.1 
90.0 

Calculated 

86.9 
97.9 
89.0 

Equilibrium 

83.8 
83.8 
83.8 

By empirical curve-fitting techniques, the best values for run 2211 (Figure 1) 
were: 

RA = 0.15, RB « 0.90, RC - 1.00 

and these values were also used for other runs. The improvement in computed 
results for run 2191 is shown in Figure 4, and the calculated curves in Figures 
1 and 2 were also obtained in this way. An accurate description of the adsorp
tion is essential for the model to predict adequately the reactor results. The 
"numerical dispersion" effects on the leading and trailing edges of the effluent 
waves were also important; the length step size Ν = 40 gave reasonable agree
ment with the data. This corresponds to a Peclet number of vL/D ~ 80, which 
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14. WETHEROLD E T A L . Chromatographic Reactor 189 

is of the right order of magnitude for this system when compared with the re
sults of Chao and Hoelscher (34). 

With all of these factors, the overall comparisons for the runs discussed 
are shown in Table II. 

Therefore, the model appears to do well (< 2% error) in predicting the 
overall conversions, even though Figures 1-4 show that all the details of the 
effluent waves are difficult to compute precisely. Features such as peak height 
and width had less than 20% discrepancy. Similar results were also found for 
other runs at about the same residence time, but the short residence time cases 
were less predictable. 

A model such as that above can be used for optimum design studies for 
chromatographic reactors. Conversions far past equilibrium can be obtained, 
at least for a sufficiently short inlet pulse of reactant. However, this must be 
counterbalanced against the lack of throughput for short pulses. A convenient 
measure of the reactor usefulness is an "efficiency," defined as the amount of 
product produced in the chromatographic reactor over a time period, relative 
to the amount of product produced in a steady-state reactor with equilibrium 
conversion, over the same period of time. The time period could be the total 
elution time (to, say, 1% concentration) from the beginning to the end of 
pulses of all species to leave the reactor—this is a measure of the required 
time between pulses for essentially no overlap to occur: 

(input reaetant\ ( chromatographic \ 
_ pulse duration / \ reactor conversion / 

/ total outlet \ / equilibrium \ 
y elution duration J y conversion J 

For example, Figure 1 shows for run 2211 that the elapsed time is about 
11-1.5 = 9.5 τ; the inlet pulse in τ units was 3.81, and so: 

™ . (3.81) (0.876) Λ θ ω 

E f f l C i e n C y * (9.5 ) (0.838) = 4 2 % 

For the narrow inlet pulse run 2151, the figure is 13.6%, and for the medium 
inlet pulse run 2191 it is 35.3%. These numbers give an idea of the extra 
reactor size required for chromatographic operation to have the same quantity 
output as a steady-state reactor—e.g., more than twice as big for run 2211. 
These low numbers are based on our experimental system that was not chosen 
for its dramatic increase over equilibrium conversions. The total optimum 
design, however, would have to take into account such items as the extra 
product separation and recycle cost of the steady-state system vs. the high 
conversion and/or inherent separation of the chromatographic reactor. Obvi
ously, each specific reaction/separation system would have to be considered in 
detail, although a system with adverse equilibrium limitations and/or difficult 
product separation would be a likely candidate where the chromatographic 
reactor could have advantages over the steady-state reactor. 

Conclusions 

(1) Conversions greater than equilibrium can be obtained in a chromato
graphic reactor. In some cases, almost complete conversion can be obtained. 

(2) Conversion increases as inlet reactant pulse length decreases. In 
addition, it would be expected that the total amount injected would be impor-
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190 CHEMICAL REACTION ENGINEERING II 

tant in some situations, especially if it were large enough to approach saturation 
of the adsorbent. 

(3) A mathematical model can be constructed to represent adequately 
the experimental results. However, the description of the multicomponent, 
competitive adsorption must be rather complete, and/or empirical correction 
factors used, to obtain reasonable results. 

(4) The overall conversions can be readily predicted, but the details of 
the elution curves require careful attention to such matters as dispersion and 
numerical techniques. 

(5) Design simulations can be performed and indicate that a chromato
graphic reactor may be most advantageous for reaction systems with adverse 
equilibrium conversions and/or difficult separations. 
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Countercurrent Moving Bed 
Chromatographic Reactors 

S. VISWANATHAN and R. ARIS 

Department of Chemical Engineering and Materials Science, 
University of Minnesota, Minneapolis, Minn. 55455 

The behavior of a moving bed catalytic reactor is studied for 
the case in which a reactant A is adsorbed on the countercur-
rently moving solid catalyst and the products of the reaction are 
rapidly desorbed. In the ideal case of no diffusion and instanta
neous attainment of adsorption equilibrium, the reaction can be 
driven to completion in a finite length of bed. The categories of 
steady state and their transient approaches are described, and 
the effects on the steady state of diffusion and finite adsorption 
rates are examined. 

It has been known for some time that an equilibrium reaction can be forced to 
completion in a pulse or chromatographic reactor (I, 2). Reactions of the 

type A Β + C have been studied because the chromatographic separation of 
the products inhibits the back reaction (3). Similar ideas for simultaneous reac
tion and separation problems have been discussed in connection with distillation 
problems (4, 5, 6), and the chromatographic analog would be a moving bed 
adsorber. However, as Rhee has shown (7) there are some delicate questions 
as to the development of discontinuities or shock layers in such systems, and it 
seemed worthwhile to approach the subject more carefully by first considering 
the reaction A -> B. This is done for an isothermal system when Β is not ad
sorbed to an appreciable extent; the relationship between the idealized case, in 
which adsorption equilibrium is maintained and there is no longitudinal diffu
sion, and the more realistic cases in which these effects are present is discussed. 
This system can produce a product stream of pure Β under suitable circum
stances. 

Moving Bed Reactor with Adsorption Equilibrium and No Diffusion 

Conservation Equations. In the idealized case it is assumed that A reacts 
irreversibly at a rate proportional to its adsorbed concentration on the solid 
phase. This solid phase moves downward with constant velocity ν through a 
fluid phase moving upward in plug flow with velocity u. These velocities and 
the fraction of fluid phase, ε, are constant, as is the temperature, and there 
is no diffusion or longitudinal mixing. Moreover it is assumed that adsorption 
equilibrium of A between the fluid and solid phases is maintained and that Β 
is desorbed as it is formed. Such a model is a first approximation to certain 

191 
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z = L 

z=0 

•F 
Solid phase 

v,(l-€) 

CA , nA , c B 

€ , U 

Fluid phase-* 

( a ) 

x=0 

b) (c) 

Figure 1. (a) and (b), schematic of a moving bed reactor; (c) notation 
for a discontinuity 

hydrogénations. The system is shown in Figure 1, and the main features of 
the notation are illustrated there and listed in the Nomenclature section. 

Mass balances over a differential element give the equations 

d d 
— [scA + (1 - e)wA] 4- — [UBCA - v(l - ε)ηΑ] + krnA = 0 
ol oZ 

[ÔCB , dCB~\ Ι 

Ht + u I z j = feWA 

If a Langmuir adsorption isotherm is considered, 

n A - NKACA/(1 4- KACA) 

this immediately suggests dimensionless forms of the variables: 

y = KACA, Ί ' - K A C B , ν = n A / N 

χ = kTz/ev, X = kTL/eu, y — krt/e 

and shows that there are three important parameters 

μ = NKA, α = μ(1 — ε)/ε, a = ν a/u 

involved in the equations 

[ } + (1 + 7)J i + t1
 " d + 7)J ̂  + β 

a y , a y 

dy dx 

(1 + 7)2J dX 

y 
l + y 

1 + y 
= 0 

d ) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

We note that γ' is not involved in Equation 6 and that this can first be solved 
and Equation 7 can subsequently be integrated along a characteristic. 

Initial and Boundary Conditions. We confine our attention to the so-called 
Riemann problem for which the boundary and initial conditions are piecewise 
constant and take 

y(x, 0) = 7o, 0 < χ < X (8) 
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15. VISWANATHAN AND ARIS Moving Bed Chromatographic Reactors 193 

Since the fluid is fed at the bottom and the solid at the top, we can specify 

7(0_, y) = 7 b y > 0 (9) 

v(X+, y) - vt y > 0 (10) 

The notations 0_ and X + denote the values just outside the contacting region 
where these quantities can be specified; they are not necessarily the same just 
inside the reactor at χ = 0+ and χ = X_. When there is a discontinuity at the 
boundary a, mass balances about the planes χ = 0 and/or χ = X give 

7b — 7<N- = M b 
Vb — v 0 + [v]b 

7X- — 7t Mt 
vx_ — vt [v]t 

(11) 

(12) 

where [ ] is a convenient notation for the magnitude of the discontinuity in 
any quantity. In these relations yh and v t are specified, v b and yt are the con
centrations in the outgoing streams and are not known; the concentrations just 
inside the reactor are unknown but are linked by the equilibrium relation 

ν = 7 / ( l + y) (13) 

The conditions on γ' are 

y'(x, 0) - T ' o , 0 < χ < X (14) 

and 

V (0, y) = Vb, y^O 

Thus if y(x,y) has been determined and T(xyy) denotes μ γ / ( 1 + γ ) , the solu
tion of Equations 7 and 14 is 

yf(x, y) = y'o + / Γ (χ', x' - χ + y)dx' if y < χ 
J ζ — y 

and (15) 

y'(x, y) = 7'b Γ (χ', χ' + y - x)dx' if y ^ χ 

Discontinuities. If a discontinuity in γ (often referred to as a shock) 
moves through the reactor, we can find its speed by insisting that there is no 
accumulation of matter in the plane of the shock. The notation is shown in 
Figure lc, and shock speed is given by 

w = f^.\ - 1 - = (1 + 7i) ( l + 72) - α = 1 - σ(1 - vQ(l - ν,) , Q ) 

12 \dy)s 1 + a[y]/[y] (1 + 7i)( l + 72) + « 1 + a(l - vi)(l - v2) V ; 

where [v] = vrv2, etc. The entropy condition shows that yx > γ 2 , but the 
shock can clearly move in either direction according as (1 + y χ) (1 + y2) is 
greater or less than σ. However, since the concentrations cannot be negative, 
a shock can be stationary or move with negative speed only if σ > 1. 

Continuous Steady States. By definition a steady state satisfies 

[ • - ( T F s l S + ' r i - , -
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194 CHEMICAL REACTION ENGINEERING II 

and hence a continuous part of its solution which has the value γ 0 at xQ is given 
implicity by 

μ(χ - a*) « (1 - σ) In 22 + σ In + To - 7 (18) 
7 1 + 7 

Yet us define a function of one variable γ and two parameters β, a by 

χ(τ; β, «) = (1 + α) In ^ - α In + β — 7 (19) 
7 1 + 7 

so that 

μ (Λ - Xo) = x(7î To, - σ) (20) 

We note that χ(β;β,α) = 0 and that if a > — 1, χ decreases monotonically as 
γ increases. If a < —1, it has a maximum at γ = y/—a —1 and tends to —00 
both as γ 0 and as γ becomes large. When the solution is known to be 
continuous throughout 0 < χ < X and the value of either γ 0 + or γ χ _ is known, 
then the complete profile is given either by 

μχ == x(y', 7o+, — σ) (21) 
or by 

μ(Χ - X) = - χ ( 7 ; 7 X _ , - σ) (22) 

If σ > 1, this solution does not hold if 

μΧ > χ(σν* - l ; 7 o + , - σ ) (23) 

because it would give two possible values for sufficiently small values of χ and 
none at all for χ near X. 

Characteristic Curves. Equation 6 is a quasi-linear first-order equation 
in two independent variables, and its solution can be constructed by the method 
of characteristics with the insertion of shocks where these tend to overlap (see, 
for example, Aris and Amundson ( β ) ) . The method of characteristics allows 
us to discuss the solution for any inlet and initial conditions; it is only for 
convenience that we limit our consideration to the Riemann problem with 
its constant conditions. If s is a parameter along a characteristic curve 

^ = 1 σ El = 1 _|_ g &y = _ μ7 m \ 
ds (1 + 7)2' ds ^ (1 + 7 ) 2 ' ds I + 7 

In contrast to the purely chromatographic moving bed (μ = 0) these charac
teristics are not straight lines but curves along which γ decreases and whose 
tangents turn counterclockwise. The characteristic through (x0, y0, γ 0 ) is given 
implicitly by 

μ 8 = In (70/7) + (7o - 7 ) (25) 

μ(χ - X0) = X(y; 70, - σ) (26) 

μ(ν - V ο) = χ (γ; 7ο, α) (27) 

The velocity of a point of concentration γ is 

{Ι ί yl 7 g (28) 

(1 + 7 Γ + α 

-(I)-
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and if σ > 1, this can be either positive or negative according as γ is greater 
or less than σ 1 / 2 — 1. Because γ decreases monotonically along a characteristic, 
it will eventually have a negative slope if χ does not exceed X. It is asymptotic 
to the line 

( σ - l)(y - y'0) + (1 + α)(* - χΌ) = 0 (29) 

where 

x'o = Xo + Xo(7o, — σ)/μ (30) 

2/Ό = î/o + Xo(7o, α)/μ 

and 

χ„(β, α) = (1 + α) 1η β - α In (1 + β) + β (31) 

The characteristics for γ = 0 are thus straight lines of the form of Equation 29. 
The various possible forms of the characteristic are shown in Figure 2. If 
σ < 1, the slope of the characteristics is always positive. 

Finally, note that the flux of A can be positive or negative. Expressed 
dimensionlessly it is 

y, 

X 
(a) (b) 

Figure 2. The various possible forms of a characteristic line: 
, characteristic; asymptote 

F = y — - η - (32) 
1 + 7 

and is positive or negative as γ is greater or less than σ — 1. The greatest mag
nitude of negative flux is ( σ 1 / 2 — l ) 2 attained when γ = σ 1 / 2 — 1 and the 
characteristic velocity is zero. If σ — 1 > γ > σ 1 / 2 — 1, then the flux is negative 
even though the characteristic velocity is positive. 

Behavior at the Boundaries. In the Riemann problem about to be dis
cussed there may be an initial discontinuity at one or both ends of the reactor. 
At χ = 0 the discontinuity will move into the reactor if y b > γ 0 and (1 + y h ) 
(1 + γ 0 ) > σ. This is always the case when σ ^ 1, but when σ > 1, it implies 
that yh must be sufficiently greater than γ 0 . When the shock moves into the 
bed, the conditions at the boundary are continuous and γ 0 + = y b , vb = yh/ 
(1 + y b) for y > 0. When the discontinuity does not move into the bed, the 
values of yQ+ will be determined by characteristics arriving at the axis χ = 0, 
and Equation 11 determines 

Vb = + ZL^ya (33) 
1 + 7o+ σ 
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196 CHEMICAL REACTION ENGINEERING Π 

(α) (b) 

Figure 3. Physical plane portrait and concen
tration profiles for σ < 1. (a), 7 & < 7<>; (h), 

7ft > Ίο. 

Similarly at χ = X there is a discontinuity between v t and v0 = y J (1 + γ 0 ) , 
which will move into the reactor if v t < 1 — (1 + γ 0 ) / σ . This is never the 
case when σ < 1 and requires γ 0 and v t to be sufficiently small when σ > 1. 
When the discontinuity moves into the reactor v x_ = v t and γ χ _ = v t / ( l — v t) 
= yt. When the discontinuity does not move into the reactor, γ 0 + is given by 
the characteristics arriving at χ = X and Equation 12 determines 

7t = 7 χ - j 1 - 1 +* J + σν* (34) 

Categories of Reactor Behavior in the Ideal Case 

When σ = 0, the system is a fixed rather than a moving bed, but the 
characteristics of the system are essentially unchanged for any value of σ ^ 1. 
This is because all characteristics have positive slope, and if there is a bottom 
discontinuity, it moves into and through the bed; if there is a discontinuity 
at the top of the bed, it remains there (Figure 3). If yh < γ 0 , then the char
acteristics corresponding to concentrations in the interval (yb,Y 0) all fan out 
from the origin without overlapping. Thus the steady-state profile develops 
as shown in the lower part of Figure 3a; it is fully established at time y = Y, 
where Y is determined by solving 

μ Χ = In ( T b/ T x_) + ( 7 b - 7*-) - σ In ^ ^ V " ! ( 3 5 ) 

7x- ( l + 7b) 

for γ χ _ and substituting this value in 

μΥ - In ( 7b/7x-) + (7b - 7x-) + « In ^ t ^ j (36> 
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If 7b > 7o> the profile takes somewhat longer to become established since the 
initial discontinuity at the inlet moves through the bed according to Equation 
16 where yx is borne to the back of the wave by a characteristic from the y axis 
and y2 to the front by a characteristic from the χ axis. Thus if the point (xB,y8) 
is on the shock 

and 

μχΒ « In ( T b / 7 i ) + (7b - 7i) - * In Ύή] + 7*j (37) 

7 l ( l + 7b) 

M2/8 - In (70/72) + (70 - 72) + α In Ύή] + Ύ2\ (38) 

72(1 + 7o) By solving these equations for yx and γ 2 , respectively, and substituting in 

Ρ - wlt (39) dys 

this differential equation can be solved for the path of the shock, and Y* = 
ys(X) can be determined. The development of this profile is shown in Figure 
3b. The steady-state profile is independent of y0 although the time taken to 
establish it does depend on γ 0 . The boundary condition at the top of the 
reactor does not affect the steady state, but it does affect the concentration 
of A in the emerging stream according to Equation 34. It is in this sense that 
the moving bed with σ ^ 1 is not qualitatively different from a fixed bed. 

We shall not consider all possible types of behavior when σ > 1 because 
this belong more properly to a mathematical study of the equations (cf. Vis-
wanathan and Aris (9)). Instead we consider three of the more practical sets 
of conditions and solutions, comparing them later with the solutions for non-
ideal cases. Since the objective is to form product B, it is reasonable to feed 
reactant A only at χ = 0 and to start from a bed devoid of any of the reacting 
species. On the other hand, the solids entering the reactor at the top may 
have been recycled and hence bring reactant into the system. We thus consider 
the following cases: 

7o 7b vt X 
I 0 1 0 0.75 
II 0 1 0.1 1.0 
III 0 1 0.5 1.0 

In all cases the parameters are a = μ = 1, σ = 1.5. 
The problem is that of following the development of the shock wave at 

x = 0 for (1 + γ 0 ) (1 + yh) = 2 > σ = 1.5. In the first case the characteristics 
emanating from the χ axis and the line χ = X are all lines of slope (1 + a) / 
( 1 — σ) and have the value γ = ν = 0. Hence the shock is between yt at the 
back of the discontinuity and zero at the front. If (x8,ys) lies on the shock path 

dxB = 1 -f 7 i - g _ 7ΐ~°· 5 (40) 
dyé 1 + τι + α 2 + 7 i 

while xs and yx are related by Equation 37, 

xe - I In —I J In - + 1 - 71 (41) 
l 1 + 71 I 71 
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Case I 

CHEMICAL REACTION ENGINEERING II 

Case II Casein 

10.0 r 

0.5 χ—- 1.0 0 0.5 χ—- 1.0 0 

1.0 

t 
Ύ 

0.5 

γν-ιοο 1000— 
I 

0.5 X x— 1.0 

Calculations 
Not Available 

0.5-

V 0 0 2 ^ ^ . 
0 0 5 - V ^ . 

Vf-0005 

1 
0.5 X x-*-IO 

t 
r 

0.5 
>SO.05-V^, 0 . 5 * ^ ΝΛ 

v\-0005 

0.5 x—- 1.0 

Figure 4. 1st row: shock trajectory. 2nd row: development of 
the steady-state concentration profile for the ideal reactor. 3rd 
row: steady-state concentration profiles for a reactor with finite 
rates of adsorption and desorption. 4th row: steady-state con
centration profiles for a reactor affected by diffusion in the 

fluid phase. 
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15. viswANATHAN AND ARis Moving Bed Chromatographic Reactors 199 

The first column of Figure 4 shows the path of the shock as determined by 
these two conditions. The shock becomes stationary when γ χ = σ — 1 = 0.5, 
and it has then reached xs = 0.585. 

In general with yh > σ — 1, yQ = v t == 0, a shock will always move inward, 
ultimately reaching a magnitude of [ γ ] = σ — 1 and be found at 

& = σ In l±JÏI> - ( σ - 1) In — ^ - + T b + 1 - σ (42) 
σ σ — 1 

If Χ > xs, this shock will stay within the bed, and the product stream will be 
pure B. The reaction has thus been driven to completion by the influence of 
the countercurrent adsorptive solid stream. 

In case II the progress of this shock is influenced by the simple wave 
induced by the discontinuity at χ = X (second column of Figure 4). The con
centration v t / ( l — v t ) =0.111 which is in equilibrium with vt = 0.1 is less 
than σ 1 / 2 — 1 = 0.225; therefore, the characteristics from the line χ = X = 1 
have negative slopes and no shock is formed. The characteristics corresponding 
to 0 < γ < 0.111 fan out from χ = X, y = 0, forming a centered simple wave. 
The progress of the shock is given exactly as before from 0 to A because it en
counters only characteristics emanating from y = 0, and thus γ 2 = 0. However, 
between A and Β, y2 rises from zero, and the path of the shock is given by 

dxn (1 + 7i)( l + γ 2 ) - σ 

dys (1 + 7,)(1 + 72) + α ^ 

where yx is again given by Equation 41, but γ 2 is given by 

μ(Χ - xB) = - χ ( 7 2 ; 7 ; , -1.5) 

M2/s = x(72Î 7', 1) 

where y' is in the interval (0, 0.111). Beyond point Β the characteristics meet
ing at the shock both come from the vertical boundaries so that 

μΧΒ = x (7i î 7b, — σ) 
and 

Figure 5. Isometric view of the development of the 
steady state for case II 
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200 CHEMICAL REACTION ENGINEERING Π 

The shock becomes stationary when 

(1 + 71) (1 + 72) - σ (45) 

so that its asymptotic position 3cs is given by eliminating yx and γ 2 from Equa
tions 44 and 45 and solving for xB. Formally this can be done by solving 

μ Χ = χ ( 7 ι ; T h > - .) - x ( j - f - - 1, ^ - .) (46) 

for γ1 and substituting in the first of Equations 44. In case II the solution gives 
x8 = 0.642. 

In case III the value of γ in equilibrium with v t = 0.5 is γ = 1 > σ 1 / 2 — 
1 = 0.225. Hence in the fan of characteristics centered on (X,0) there is one 
which has a vertical tangent—namely, that corresponding to γ = σ 1 / 2 — 1. The 
top of the reactor is thus forced to maintain a composition γ χ _ = σ 1 / 2 — 1, 
v x _ = 1 — σ" 1 / 2 , and this is done by a discontinuity which makes 

7t = σ vt - (a 1' 2 - l) 2 (47) 

The asymptotic position of the shock is thus given by 

(1 + γι)(1 + 72) = σ 

Ά = x (7i î 7b, — σ) (48) 

μ(Χ - ΧΒ) = X ( 7 2 ; σ" 2 - 1, - σ) 

The solution to these equations for case III is approximately xs = 0.667, and 
the results are shown in the third column of Figure 4. The position and mag
nitude of the final shock depend on the total length of the reactor in cases II 
and III; in case II it also depends on v t whereas it is independent of v t in the 
last case. Figure 5 shows an isometric view of the development of the steady 
state. 

If y b < σ — 1, the initial discontinuity moves out of the reactor, and the 
solution within (0,X) is γ = ν = 0. Because σ represents the ratio of the 
carrying capacity of the solid and fluid streams, the situation when σ > 1 + y b 

may be expressed by saying that the carrying capacity of the downcoming 
solids is so great and the feed concentration of reactant at the bottom so poor 
that it is swept out of the reactor by adsorption before it has a chance to 
establish a reaction. 

Effect of Finite Rates of Adsorption and Desorption 

In the finite rates of adsorption and desorption are taken into account, 
the mass balances are 

ε Ί ί Γ + « * Ψ - - k»(N - "A)CA + kdnA (49) at az 

(1 _ ,) *L* _ (1 _ ,)„ _ fca(tf _ „ a ) C A _ (fcd + k,)nk (50) 
at oZ 

ε — -h eu —- = kTnA (51) 
dt dZ 

where k& and kd are the adsorption and desorption rate constants and ka/kd = 
KA. Using the same dimensionless quantities as before with the additional 
parameter 
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15. viswANATHAN AND ARis Moving Bed Chromatographic Reactors 201 

λ = Nkjk, (52) 
we have 

g + g=_X| ( 1 _ v ) 7 _ v l (53) 

α T̂, - σ È = λ((1 - ν)τ - ν) - μν (54) dy dx 

+ ψ = MV (55) 

Equations 53 and 54 are not reducible but since they have constant coefficients, 
they have fixed characteristic directions 1 and — α / σ . If £ and η are parameters 
along these characteristics. 

yt - xt = 0 

ay-η + αχη = 0 (56) 

7 f - λ{ (1 - ν) y - ν} Χξ = 0 

σνη + [λ{(1 — ν)7 — ν} — μν]χη = 0 

This can be made the basis for an efficient finite differencing scheme in which 
it is clear that the appropriate boundary and initial conditions are 

y(x, 0) = y0(x), v(s, 0) = vQ(x) 
(57) 

7(0, y) = 7b(y), v(Z, y) = \>t(y) 

We concern ourselves with the steady state which will be ultimately estab
lished. This will satisfy the pair of ordinary differential equations 

g = - λ{(1 - v)7 - vj (58) 

- « λ{(1 - v) 7 - ν} - μν (59) 

and is thus amenable to representation in the plane of γ and v. In fact the 
trajectories in the plane of the dependent variables satisfy 

Ρ - 1 - - ^ Ά \ (60) 
ay σ σλ (1 — v)y — ν 

and the isoclines are the curves 

7/Λ A μ I ( Λ dv 
1 + 7/Λ' 

Thus the trajectories must fall into three types as shown in Figure 6: the 
monotonie decreasing (such as AB) , the monotonie increasing (as C D ) , and 
the non-monotonic (as E F G ) . These classes are separated by the trajectories 
OR and OS through the saddle point at 0. In the steady state, y b and v t are 
independent of y, and we seek a path joining a point on γ = y b , such as L, 
with one on ν = v t, such as M , for which 

L ν(γ)| 1 + 7} — 7 
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Figure 6. Concentration trajectories: , separatrix; 
, isocline; , trajectory 

The pair of isoclines OP and O Q , corresponding respectively to dv/dy = 
oo and 0, play a key role; it can be shown that the trajectories of each class 
correspond to increasing values of X the closer they come to the origin. The 
various possible trajectories are shown in Figure 7, and they depend on the 
position of the point of intersection of the vertical γ = yh and the horizontal 
ν = v t relative to the séparatrices OR and OS. If v t = 0, the only possibility 
is a trajectory such as a with γ and ν both monotonically decreasing. If 
( ï b ? v t ) Kes below the lower separatrix, monotonically decreasing profiles are 
possible (β') in sufficiently short reactors, but in longer reactors non-monotonic 
profiles will be found ( γ ' ) . If (yb,v t) lies between the séparatrices, the non
monotonic profile is the only possibility (δ ' ) while if it lies above the second 
separatrix, the profile can be non-monotonic (£ ' ) or monotonie increasing (ε ' ) 
except when y b = 0; in this case it is bound to be increasing (η'). In each 
circumstance a solution is guaranteed because the value of X calculated from 
Equation 62 ranges from zero when the path vanishes at the intersection to 
infinity when the path approaches one or both séparatrices. In the third part 
of Figure 4 some calculated trajectories for several values of λ are given, cor
responding to the discontinuous steady state of the limiting case above it. The 
larger the value of λ, the sharper is the discontinuity, and in the limit λ -» oo 
the equilibrium solution is attained. The details of this limiting process are 
instinctive but belong to a more mathematical treatment of the subject (9). 

ΊΛ-0 

Figure 7. Concentration trajectories for various yb and vt values: 
y separatrix; , trajectory 
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Effect of Diffusion in the Fluid Phase 

Another form of nonideality that should be considered is diffusion in the 
fluid phase. We assume adsorption equilibrium and introduce a Fickian dif
fusion coefficient augmenting the convective flux of A to give a total flux of 

— De ̂  H- ueCA — t'(l — ε ) η Α α ζ 

Then going to the dimensionless form of the equations we have 

11 + (Γτ^ \ S = K S - î 1 - (Γτ^ i S - μ r+-y ( 6 3 ) 

and 
dy' , d2y' dy' y fRA. 

where κ and κ are the dimensionless forms of the diffusion coefficients 

u2e u2e 

Again the differential equation for γ can be solved by itself first and then for 
Y subsequently. The boundary conditions on γ are 

y — κ = 7b at χ = 0 dx 

* . κ dy , 
_ j — — = vt at x = 

(66) 

1 + 7 σ dx 

It can be shown that the profile of γ in the steady state cannot have an internal 
maximum and that the internal minimum of γ is less than both y b and ν J 
(1 — v t ). These and various other mathematical properties will not be estab
lished here. 

The numerical integration of the steady-state form of Equations 63 and 
66 is not altogether trivial, but the following method of McGinnis (10) was 
successful. With γ = γ 0 , dy/dx = ( γ 0 — y b ) / κ at χ = 0, Equation 63 can 
be integrated forward to χ = X where the residual 

σ dx 1 + 7 

can be calculated. Its derivative can also be calculated by simultaneously 
integrating the first variational equation of Equation 63; hence the root R(y 0 ) 
= 0 can be found by Newton-Raphson. When κ is small, it is better to start 
at the minimum of γ or at the inflection point, and it is there that the general 
properties of the solution prove their value. In the lowest row of graphs in 
Figure 4 the effect on the steady state of a variation of κ can be seen. 

Nomenclature 

A, B, C chemical species 
cA, cB concentration of A,B in the fluid phase 
D diffusion coefficient 
F dimensionless flux of A 
&a, kd adsorption and desorption rate constants 
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kT reaction rate constant 
KA Langmuir isotherm parameter of A 
n A concentration of A in the solid phase 
Ν limiting concentration of adsorbed solute 
s characteristic parameter 
t time 
u interstitial fluid velocity 
υ speed of solid phase 
w speed of propagation 
χ dimensionless distance 
y dimensionless time 
ζ distance 
Greek Letters 
α μ(1 — ε)/ε, SL parameter in Equations 19 and 31 
β a parameter in Equations 19 and 31 
γ dimensionless concentration of A in the fluid phase 
γ' dimensionless concentration of Β in the fluid phase 
r w / U + γ) 
ε void fraction of solid phase 
η characteristic parameter 
κ, κ dimensionless forms of diffusion coefficients of A and Β 
λ NkJkT 

μ ΝΚΑ 

ν dimensionless concentration of A in the solid phase 
ξ characteristic parameter 
σ va/u 
χ a function, defined by Equation 19 
X dimensionless reactor length 
Subscripts 
b entrance of fluid phase 
s shock 
t entrance of solid phase 
ο initial value 
0+ inside of the boundary at χ = 0 
X_ inside of the boundary at χ = X 
1, 2 left-hand and right-hand side of shock 
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Application of Gas Chromatography to 
Measurements of Diffusion in Zeolites 

PHANINDRA N. S ARMA1 and HENRY W. HAYNES, JR. 

Department of Chemical Engineering, University of Mississippi, 
University, Miss. 38677 

The authors have recently presented a theory of mass transport 
in gas chromatograph columns of bidisperse structured catalysts, 
i.e., catalysts characterized by a bimodal distribution of pore 
sizes. In this report experimental determinations of the effective 
diffusivity in pilled zeolites are presented. Agreement between 
theory and experiment is excellent. Time domain solutions are 
presented for the special case in which the diffusion is charac
terized by a strong molecule-pore wall interaction. Examples 
are presented in which the model parameters are determined 
from a moments analysis and a time-domain fit of the experi
mental residence time distnbution curve. 

The first detailed mathematical description of a gas chromatographic (GC) 
column was developed by van Deemter, Zuiderweg, and Klinkenberg in a 

classic paper (I). One of the parameters in the model was the effective 
diffusion coefficient of the pulsed gas within the pores of the column packing. 
A number of early investigators—e.g., Habgood and Hanlan (2) and Davis and 
Scott (3, 4), were successful in utilizing the plate theory of van Deemter et al. 
in measurements of diffusion in porous catalysts. More recently, the theory 
of Kubin (5, 6) and Kucera (7) has rendered gas chromatography an ex
tremely versatile tool for measuring rate parameters in fixed beds. Smith and 
co-workers (8) have refined and extended the moments theory of Kubin and 
Kucera and have used it in measuring axial dispersion coefficients (9), chemi-
sorption rates, intraparticle diffusivities, adsorption equilibrium constants (10), 
and surface diffusivities (11). Smith's development is generally considered to 
be more exact and more complete than the earlier van Deemter model. How
ever, both models are applicable only to particles characterized by a unimodal 
distribution of pore sizes. 

Recent articles by Hashimoto and Smith (12), Ma and Mancel (13), and 
the present authors (14, 15) present equations applicable to bidisperse struc
tured catalysts. This development is important because most pilled or extruded 
catalysts are bidisperse structured. The literature contains numerous examples 
in which the original equations have been incorrectly applied to such situations. 

'Present address: Ε. I. du Pont de Nemours & Co., Inc., Chattanooga, Tenn. 
37401. 
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206 CHEMICAL REACTION ENGINEERING II 

We believe that the G C effective diffusivity technique will gain widespread 
acceptance now that a model applicable to bidisperse structured catalysts is 
available. However a necessary prerequisite is the establishment of a firm 
experimental basis supporting the model. In this study we have investigated 
the ability of the proposed model to describe diffusion in pilled zeolites. 

Theoretical 

We measured the response of the bed of bidisperse particles to an impulse 
input of diffusing component. According to the macro-micro pore model devel
oped earlier (14), the mean and variance of the concentration-time curve at 
the bed exit are related to the model parameters by the following equations: 

Μ = ^ [Α, + (ι - A.) 0 y + (ι - ΘΖ) ( l - ey) A* ( l + Ka)} ( l ) 

and 
Of Γ) 

σ 2 β + d - '»> *y + Ο- - '») (1 ~ 'y) θ* + K»W 

2L(1 - Α.) [fly + (1 - ey) θχ (1 + KJf fly 

+ Zvkt 

2L(1 - fl,) [fly + (1 - fly) θχ (1 + #a)]2 Ry2 

+ 15»Dy 

, 2L(1 - fl,) (1 - fly) A X
2 (1 + X A ) 2 Rx2

 m 

where: 

K*= - ο c: ( 3 ) 

is a dimensionless adsorption equilibrium constant. In many situations K a can 
be calculated from the experimental mean, μ, using Equation 1. Similarly the 
mass transfer parameters, D z , kf, Dy, and D x can be obtained from the experi
mental variance, σ 2, using Equation 2 and appropriate operating conditions. 

However, the moments from the chromatogram are sometimes difficult or 
impossible to evaluate. In particular, when the peak is characterized by a large 
degree of tailing, the evaluation of higher moments becomes impractical. A 
slight drift in the recorder baseline will lead to large errors. In some cases we 
have observed such severe tailing that errors in determining μ were not insig
nificant. Under such circumstances the evaluation of the model parameters 
should be conducted in the time domain. 

Our model predicts that tailing will be severe for the special case in which 
diffusion in the mieroparticles is characterized by strong molecule-pore wall 
interactions—a phenomenon frequent in studies of diffusion in zeolites. In 
this case D x is very small, and the micropore term in Equation 2 far over
shadows the terms from D y , kf, and D z . The transformed exit concentration 
can be obtained from Equation 52 of our previous publication (15) by evalu
ating the limit as D z -> 0, kt -> oo and D y oo. The result is: 

C L = C 0exp (C2 - de) F (s) (4) 
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where F(s ) - exp ( -C 2 C 3 s 1 / 2 coth C^s112) (5) 

Ci - ( g z + ( 1
t ; ~ g z ) *y) £ (6) 

„ 3(1 - 0.) (1 - BY) DXL 
C i = SS? ( 7 ) 

C 3 - β χ (1 +#a) (8) 

The constant, C 0 , is a normalization factor equal to the peak area. As the 
Laplace transform, Equation 5, contains an infinite number of essential singu
larities in the left half of the complex plane, inversion by the method of residues 
is impractical. However, since all singularities lie to the left of the imaginary 
axis, the inversion integral can be applied with the path of integration con
veniently chosen along the imaginary axis. Thus: 

F(t) - ^ F(s)ds (9) 

Upon substituting from Equation 4 and making a change of variables, Equation 
9 becomes: 

F(t) = f~ exp (- C2H0 cos - C 2 # 2 ) \d\ (10) 

where 
/ sinh 2λ -|- sin 2λ> 

#1 « λ 

Ε β
 4 exp (C2) 

-λ (11) Vcosh 2λ - cos 2λ/ v 1 

υ . /sinh 2λ - sin 2\\ n 9 s 
H l = λ Vcosh 2λ - cos 2λ) ( 1 2 ) 

This inversion technique is the same as that used by Rosen (16) in a related 
problem. Upon taking the inverse of Equation 4 with aid of the first shifting 
theorem one obtains: 

J ™ exp (- C2HO cos (C2H*\* - C2H2) UX (13) 

where Ε = Ch/C0 is the residence time distribution of the diffusing component 
exiting the column. The quantity t* is a dimensionless time variable defined 
by Equation 14: 

1 C2*CJ ^ V 

At the parameter values of interest in this study the integrand of Equation 
13 oscillates wildly, thus making a numerical evaluation of the integral quite 
time consuming. An approximation to Equation 13 can be obtained by using 
the fact that both Ht and H2 are numerically equal to λ for λ > 5. When the 
exponential term in the integrand decays slowly (small C 2 ) , this substitution 
can be made with little loss of accuracy. Then: 

(15) 
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208 CHEMICAL REACTION ENGINEERING Π 

where 

/ = ̂  °° e~* cos (t*x2 - x) xdx (16) 

Oscillations at large values of t* do lead to difficulties in evaluating I; however, 
the only parameter in the integration is t*. This integral has been evaluated 
numerically by dividing the interval of integration into subintervals and apply
ing the Gauss-Legendre quadrature formula with an appropriate number of 
points to each subinterval. For large values of t* the subintervals were taken 
as the distance between zeros—i.e., the distance between points corresponding 
to the argument of the cosine being numerically equal to (4 η — 1)π/2 for 
η = 1, 2, 3. . . . The results of this integration, accurate to three significant 
figures, are presented in Table I. Comparison of the numerical integrations of 
Equations 13 and 15 reveals that the error associated with the approximate 
solution is less than 1% for t* < 20 and C 2 < 0.15. For parameter values 
outside this range Equation 13 should be used. 

Table I. Results of Numerical Integration of Equation 16 

t* J t* / t* / 

0.04 2.92 Χ 10"4 0.6 0.586 2.6 0.1231 
0.06 0.0102 0.8 0.469 2.8 0.1117 
0.08 0.0535 1.0 0.380 3.0 0.1019 
0.10 0.1335 1.2 0.314 3.5 0.0828 
0.15 0.386 1.4 0.265 4.0 0.0689 
0.20 0.575 1.6 0.226 4.5 0.0586 
0.25 0.680 1.8 0.1964 5.0 0.0505 
0.30 0.720 2.0 0.1724 10.0 0.0187 
0.40 0.710 2.2 0.1528 15.0 0.0103 
0.50 0.652 2.4 0.1367 20.0 6.74 X 10"3 

Experimental 

A simplified flow diagram of the equipment is shown in Figure 1. Basically, 
the apparatus is a simple gas chromatograph with a thermal conductivity 
detector. The carrier and the pulse gases were dried before use by passing 
through dryers containing 8-20 mesh activated silica gel. The carrier gas flow 
rate was measured by Rotameter R l maintained at a pressure of 50 psi by 
pressure regulator PR1. A Carle microsample valve, model 2014, with two 
interchangeable and demountable loops was used in all experiments. The con
nection between the sample valve and the column was by 1 /8 inch od standard 
wall copper tubing. Pressure drop considerations precluded the use of smaller 
tubing. To keep extra-column dispersion to a minimum, the length of all pulse-
carrying tubing was kept as small as possible. The effluent from the column 
was split into two streams by a tee at the column exit. One stream passed 
through a 1/16 inch od tube to the sample side of the thermal conductivity 
detector, T C D . The other line of 1/4 inch od tubing terminated in a pressure 
equalizer (PE) which was essentially a closed cylindrical tank (45 cm long by 
5.8 cm id) supplied with a stream of carrier gas through pressure regulator 
PR3 and maintained at a constant pressure of 5 psig. The tank was constantly 
vented through Rotameter R2 at such a rate that a positive flow of carrier gas 
to the tank was ensured—i.e., the venting rate was higher than the rate of 
inflow from the splitting tee. The reference side of the detector was supplied 
from the downstream of pressure regulator PR3. The purpose of the tank was 
to eliminate fluctuations in the column outlet pressure and to ensure equality 
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Figure 1. Simplified flow diagram 

of pressure on the sample and reference sides of the detector—a requirement 
vital for drift-free operation. 

The detector was a Gow Mac model 10-939 nano katherometer with 1/16 
inch od connections. Peaks were recorded either by a Honeywell Visicorder 
oscillograph model 2106 (with chart speeds of up to 100 cm/sec and recording 
capability of up to 200 cycles/sec) or a Sargent Welch model DSRG two-pen 
recorder. The point of injection of the pulse was marked accurately on the 
recorded chart by an event marker switch actuated by the sample valve. 

The column was located inside a well-insulated tubular furnace (183 cm 
long by 4.2 cm id). A flat temperature profile (maximum variation ± 3°C at 
318°C) was obtained by using a temperature controller in conjunction with 
four autotransformers. Heaters were provided at both ends to eliminate end 
effects. Thermocouples located at 20-cm intervals on the outside of the column 
monitored temperatures constantly. Heat transfer computations indicated that 
the length of the connecting tubing enclosed in the furnace was enough to 
preheat the carrier gas to the column temperature. 

Helium and argon used in the experiments were of high purity grade 
(99.995 and 99.996%, respectively, according to manufacturers specifications). 
The molecular sieves (Linde Division, Union Carbide Corp.), were crushed and 
separated into different size-fractions. Prior to a run the sieves in the column 
were degassed by heating to 340°C and purging with helium for 12-18 hours. 
The column porosities were computed from the weight of the bed and the 
apparent density of the zeolite particles. For measurements of axial dispersion 
the molecular sieves were simulated by 4-mm glass beads and 2.2-mm lead 
shots. 

Pressure drop in the column was measured by a mercury manometer and 
was less than 5% of the inlet pressure at the highest velocities reported. The 
manometer was disconnected during an actual pulse-dispersion measurement 
to minimize extra-column dead volume. A correction to the first moment for 
holdup in the connecting lines was determined by replacing the column with 
a 1/8 inch union and noting the time required for the pulse to emerge. In 
subsequent runs with bed in place, the holdup time in the connecting tubing 
was subtracted from the observed mean. Contribution of the connecting tubing 
to the second moment was computed from correlations given by Levenspiel 
(17). Even with nonporous particles this contribution was much less than 1% 
of the observed σ 2 and was ignored. 
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210 CHEMICAL REACTION ENGINEERING II 

Physical properties of the samples investigated are given in Table II. The 
pellet porosities are nominal values supplied by the manufacturer. The micro-
particle radius, R x , was not measured. The value in Table II was used by 
Hashimoto and Smith (12) in calculations with Linde 5A molecular sieve. 
Ruthven and Loughlin reported similar values (18). Actually it is the quantity 
Dx/Rx

2 that is determined experimentally, and the value chosen for R x affects 
only the magnitude of D x . 

Table II. Properties of Samples Investigated 
Sample Ry (cm) Rx (microns) ey 0z 

3A 0.195 1.86 0.42 0.32 0.406 
4A 0.110 1.86 0.42 0.32 0.428 
4A 0.195 1.86 0.42 0.32 0.412 
5A 0.102 1.86 0.42 0.32 0.421 
5A 0.195 1.86 0.42 0.32 0.410 

° Bed length = 152.4 cm; bed inner diameter = 1.09 cm. 

Results 

Diffusion of argon in a helium carrier was studied over Linde type 3A, 
4A, and 5A molecular sieves. Temperature was varied over a range from am
bient to 318°C, and pressure was maintained at 5 psig for all experiments. 

Effect of Pulse Concentration. Two assumptions inherent in the model 
seem quite restrictive. First, it is assumed that the adsorption isotherm is linear. 
This is only valid at very low concentrations where the extent of surface 
coverage amounts to a few percent of a monolayer. At higher concentrations a 
Langmuir type adsorption is usually observed. The second questionable point 
is the validity of Fick's diffusion equation. In particular, Ruthven and Loughlin 
(19) and Barrer (20) report Fickian diffusivities of gases in zeolites to be 
highly concentration dependent. These difficulties can be avoided by injecting 
a diluted sample into the bed entrance or in some other manner ensuring that 
the system is perturbed only slightly from its steady-state concentration. 

Figure 2 gives the results of experiments aimed at evaluating the effect of 
inlet pulse concentration. Essentially identical results were obtained when 
pulses containing 20, 50, and 100% argon in helium were used. Our system 
is characterized by a small sample injection volume (0.05 cc) and a long bed 
length (152 cm); it is apparent from this figure that dilution of the pulse in 
the column is sufficiently rapid that nonlinearities in the system do not affect 
the results. In the remainder of the experiments the injection pulses consisted 
of pure argon. The values of the model parameters reported here should be 
considered "infinite dilution" values. 

Effect of Micropore Size. The effect of the diameter of the micropore 
opening is well illustrated by our results with 3A, 4A, and 5A molecular sieves. 
According to the manufacturer, the principal factor that distinguishes between 
these 3 sieves is the exchangeable cation present in the matrix. The micropore 
opening is altered by varying the cation, but properties external to the zeolite 
crystal are essentially identical for the different sieves. Thus the distinctive 
behavior exhibited by the different sieve types as illustrated in Figure 2 is due 
primarily to differences in micropore opening. 

The experimental Ε-curves change dramatically as micropore size is varied 
from 3A to 5A. Both the mean and the variance (a measure of peak width) 
are smallest for 3A molecular sieve. The mean for 4A is substantially larger 
than that observed with 3A but less than that observed with 5A. The variance 
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300-

T1ME.SEC. 

Figure 2. Effect of pulse concentration and micropore 
opening on R.T.D. (v = 2.74 cm/sec) 

is greater for 4A, but the most outstanding observation with this sample is the 
high degree of tailing in the Ε curve. This suggests that the theory developed 
in the previous section may be applicable to this sample. With 5A the mean 
is greatest, and the variance is intermediate between the results for 3A and 4A. 

The behavior exhibited in Figure 2 is completely consistent with the pre
dictions of our model. Since argon (critical diameter = 3.84 A, Norton Chemi
cal Products Division, Bulletin A-50) fails to penetrate the 3A crystallites, the 
results should correspond to the model predictions with Θχ = 0. In such a 
situation the micropore contribution to Equations 1 and 2 would be negligible, 
and minimum values of μ and σ 2 would be predicted. If we postulate that 
argon penetrates the 4A crystallites, but only with great difficulty, then the 
micropore term of Equation 2 far overshadows the other terms and the tailing 
predicted by Equation 13 would be observed. Finally, the 5A crystallites are 
readily accessible to argon, the micropore term in Equation 2 is small, and a 
decrease in peak width is expected relative to that observed with 4A. At the 
same time Equation 1 predicts a significant increase in the mean as a result 
of penetration and adsorption in the micropores. 

Evaluation of Model Parameters. According to Equation 1 a plot of the 
experimental first moment, μ, vs. 1 /v should result in a straight line through the 
origin. First-moment plots for 3A and 5A sieves are given in Figures 3 and 4 
respectively for several temperatures. If the micropores in 3A are not pene-
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212 CHEMICAL REACTION ENGINEERING Π 

trated by argon molecules as already suggested, then the slopes of these plots 
depends only upon the porosities and bed length, and temperature should have 
no effect. The results in Figure 3 support this contention. On the other hand, 

LINDE 3A MOLECULAR SIEVES 
Ry = 0.195 θ£=0 .4Ι 

Figure 3. First-moment plot for 3A 

a strong temperature effect is evident in Figure 4. Values of the adsorption 
equilibrium constant K a , were determined from the slopes of these plots using 
Equation 1, and the results are presented in Table III. The heat of adsorption 
is —2.59 kcal/mole. 

According to Equation 2 the experimental variance is equal to the sum 
of four separate contributions from axial dispersion, D z ; external mass transfer, 
kf; macropore diffusion, D y ; and micropore diffusion, D x . Since our objective 

Figure 4. First-moment plot for 5A 
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Table III. Calculated Model Parameters for Argon in 5A Molecular Sieve 
Τ (°C) Dx (cm2/s) D y (cm2/s) Ka 

23 2.47 Χ 10"7 3.80 X 10~2 11.41 
149 6.52 Χ 10"7 5.20 Χ 10"2 3.09 
318* 3.98 Χ 10"7 7.40 Χ 10"2 1.19 

AHa = - 2.59 kcal/mole Ex
b = 1.92 kcal/mole Ey

b = 0.58 kcal/mole 
α Corrections for axial dispersion and external mass transfer amounted to 50-80% of the 

observed variance for Ry = 0.102 cm and 35-75% for Ry = 0.195 cm. The values of Dx and 
D y at 318°C are therefore felt to be unreliable. 

b Computed from low temperature runs.v 

is to determine the particle diffusivities, it is necessary to operate at conditions 
which minimize the contributions of the first two terms. High velocities are 
desirable, but eventually a point is reached where the pressure drop through 
the bed is excessive, or the response of the thermal conductivity cell is too slow 
to define accurately the exiting concentration-time curve. Large particle sizes 
enhance the macropore contribution. Our procedure was therefore to operate 
at velocities as high as allowed by pressure drop and cell response considera
tions, and to utilize large particle sizes when possible. Even at these conditions 
the contributions from axial dispersion and external mass transfer were signifi
cant for the 3A and 5A sieves. 

The published correlations available for estimating D z and kt in packed 
beds are applicable only to situations in which the bed diameter is many multi
ples of the particle diameter. Because of the desirability of utilizing large 
particle sizes, our experiments are frequently conducted in columns comparable 
in diameter with the particle diameter. Nevertheless, we did use the correlation 
of Wakao et al. [Hashimoto and Smith (12)] to estimate kt. Our justification 
is that the external mass transfer term, while significant in many cases, is a 
relatively small factor (less than 5%) compared with the sum of the total 
observed variance. The axial dispersion term was evaluated experimentally 
during "blank" runs on nonporous particles of approximately the same size as 
the molecular sieve samples. The experimental variance was then corrected 
for axial dispersion and external mass transfer by subtracting the first two 
terms on the right of Equation 2 computed from the estimates of k{ and D z . 
In situations where these terms account for a large percentage of the observed 
variance, the values of the computed diffusivities must be regarded as question
able. Details of these calculations can be found elsewhere (21). 

The corrected variance, a 2
x y , then depends only upon contributions from 

the particle diffusivities, and according to the model a plot of a2
xy vs. 1/v 

should be a straight line passing through the origin. An illustrative plot for 5A 
sieve is presented in Figure 5. If macropore diffusion is a factor, the slope 
should vary with varying particle size; such behavior is indicated in Figure 5. 
From the slopes of these plots the macropore and micropore contributions can 
be separated and the respective diffusivities, Dy and D x , evaluated. These 
results are also reported in Table III for 5A. The macropore and micropore 
activation energies are 0.58 and 1.92 kcal/gram mole. These computations 
indicate that argon can diffuse through both pore systems of 5A with relative 
ease. The analogous results for 3A were not calculated. With this sample the 
correction for axial dispersion was such a large percentage of the total variance 
(35-75% ) that the corrected variance was not reliable. Similar problems were 
encountered with 5A at high temperatures. 

Because of tailing in the experimental Ε curve for the 4A sample it was 
not possible to evaluate the moments with high accuracy. With this sample we 
determined the values of K a and D x which minimized the sum of squares of 
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Figure 5. Corrected second-moment plot for 5A 

deviations between the experimental Ε curve and the model predictions (Equa
tions 13 or 15). The four-point Lagrangian interpolating polynomial was used 
to interpolate between the values in Table I. The regression program used the 
Taylor series linearization method to find the optimum parameter values. 
Figure 6 shows the type of fit that was obtained by this procedure. The excel-

LINDE 4A MOLECULAR SIEVES 
Ry =0.1095 CM 92*0.428 
TEMPERATURE = ZS* C 
V = 3.815 CM/SEC. 

ο EXPERIMENTAL 

TIME,SEC. 

Figure 6. Comparison between experimental and calculated R.T.D. 
curve for 4A 

lent agreement between the theoretical and experimental curves strongly sup
ports usage of the macro-micro pore model for evaluating zeolite diffusivities 
by the gas chromatography method. These results do not corroborate the 
contention of previous workers (12) that the gas chromatograph method is not 
suited for measurement of micropore diffusivities. 
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Table IV. Calculated Model Parameters for Argon in 4A Molecular Sieve0 

Dx X 10i° 
Ry (an) θζ Temp. °C ν (cm/sec) (cm2/sec) K& 

0.1095 0.428 23 3.82 3.71 7.15 
0.1095 0.428 23 5.06 3.71 6.84 
0.1095 0.428 23 6.42 2.96 7.38 
0.1095 0.428 23 10.13 3.58 7.26 
0.195 0.412 22 3.83 3.67 6.13 
0.195 0.412 22 6.59 3.39 5.32 
0.195 0.412 22 10.09 2.43 8.03 
0.1095 0.428 149 3.90 15.72 1.96 
0.1095 0.428 149 7.21 20.25 2.14 
0.1095 0.428 149 9.36 20.38 1.99 
0.195 0.412 149 5.48 16.40 2.04 
0.195 0.412 149 7.20 18.90 2.29 
0.195 0.412 149 10.36 20.84 2.17 
0.195 0.412 149 11.73 21.37 2.15 
0.1095 0.428 318 6.43 53.03 0.84 
0.1095 0.428 318 8.74 61.19 0.82 
0.1095 0.428 318 11.47 61.53 0.81 
0.195 0.412 318 7.53 49.76 0.88 
0.195 0.412 318 9.91 57.93 0.94 
0.195 0.412 318 12.99 59.6 0.92 

A E* = 3.43 kcal/mole; AH* = 2.45 kcal/mole. 

Experimental values of and D x for 4A molecular sieve are presented 
in Table IV for various temperatures, velocities, and particle sizes. While the 
data are somewhat scattered, there is no apparent effect of particle size or 
velocity on the model parameters. The activation energies for diffusion and 
heat of adsorption computed from averaged values of Dx and are respec
tively 3.43 and —2.45 kcal/gram mole. Thus the heats of adsorption obtained 
for argon on 4A and 5A molecular sieves are practically identical. Activation 
energy for micropore diffusion in 4A is significantly greater than that obtained 
with 5A, and the 4A diffusivity is smaller than the 5A diffusivity by approxi
mately three orders of magnitude. The results indicate a strong molecule-pore 
wall interaction as argon diffuses in 4A molecular sieve. 

We compared the results obtained by the G C technique with previous 
measurements based upon other methods. Walker et al. (22) reported diffusivi
ties of argon in 3A molecular sieve obtained by a transient constant volume 
technique. It was necessary to carry out the measurement at temperatures 
> 320°C to obtain measurable rates. The diffusion was characterized by a 
large activation energy, 12.6 kcal/mole, and the intracrystalline diffusivity at 
20 °C is estimated to be of the order of 10"17 cm2/sec by extrapolating their 
results. This agrees with the present results since diffusivities of this magnitude 
would not be measured by the present technique. Measurements of argon 
diffusion in 4A and 5A have not been reported. Habgood (23) measured 
diffusivities of nitrogen (critical diameter = 3.0 A) and methane (critical 
diameter = 4.0 A) in powdered 4A using a constant pressure method. At 23°C 
the zero coverage diffusivities are calculated from their results to be 2.3 X 
10"12 and 1.9 Χ 10*13 cm2/sec for nitrogen and methane, respectively. The 
corresponding activation energies were 4.07 and 7.42 kcal/mole. The results 
in Table IV indicate that argon diffuses more rapidly in 4A than Habgood's 
results seem to suggest. Heats of adsorption for argon in 4A and 5A have been 
reported by Breck et al. (24) and Breuer et al. (25). Breck's results were 
derived from adsorption isotherms which were determined gravimetrically. At 
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an adsorption capacity of 4 cc/gram the heats of adsorption were —3.0 and 
—4.5 kcal/mole, respectively, for 4A and 5A. Breuer and co-workers reported 
a heat of adsorption of —3.1 kcal/mole for argon in 4A at zero coverage and 
228 °K. No details of their experimental method were provided. These re
ported heats of adsorption are all greater than the values of —2.5 and —2.6 
kcal/mole found here for the 4A and 5A samples. 

Discussion 

A special case arises when the G C effective diffusivity technique is applied 
to diffusion in pilled zeolites. If the intracrystalline diffusion is characterized by 
a strong molecule-pore mouth interaction, a large asymétrie peak results. Such 
behavior was observed experimentally for argon diffusing in 4A molecular sieve. 
For this special case a time domain solution is presented in the form of a definite 
integral, and a numerical approximation to this integral is developed and 
tabulated. Because of the large degree of tailing in these situations, it is im
practical to evaluate the higher moments. A least squares regression of the 
model in the time domain produced an excellent fit of the experimental argon-
4A residence time distribution. When the diffusing molecules have ready access 
to both the macropores and micropores, as was observed with argon diffusing 
in 5A, then both pore structures contribute to the dispersion. Tailing is not 
observed in this situation, and the moments can be evaluated. Contributions 
from macropore and micropore terms can be separated by varying particle size. 

The importance of conducting measurements on blank (nonporous) samples 
needs to be emphasized. With the 3A sample only the macropore term con
tributed to the dispersion, and in some cases the experimental peak width was 
not significantly greater than that observed with the blank. This situation can 
be improved by using large catalyst particle sizes. 

Nomenclature 

C gas phase concentration of diffusing species, gram mole/cc 
C a concentration of adsorbed species, gram mole/cm 2 

C G peak normalization factor, gram mole-sec/cc 
C 1 quantity defined by Equation 6 
C 2 quantity defined by Equation 7 
C 3 quantity defined by Equation 8 
D diffusion or dispersion coefficient based on total area, cm2/sec 
Ε residence time distribution function, sec"1 

H1 function defined by Equation 11 
Ho function defined by Equation 12 
J definite integral, Equation 16 
kf external film mass transfer coefficient, cm/sec 
K a adsorption equilibrium constant, Equation 3 
L column length, cm 
R particle or microparticle radius, cm 
s Laplace transform variable 
S x surface area in micropores, cm 2/g 
t time, sec 
t* dimensionless time, Equation 14 
υ superficial velocity, cm/sec 
χ dummy variable of integration 
λ dummy variable of integration 
θχ micropore porosity, cc micropores/cc microparticle 
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macropore porosity, ce macropores/ce pellet 
bed porosity, cc bed voids/cc bed 
mean of residence time distribution function, sec 
catalyst particle density, grams/cc particle 
variance of residence time distribution function, sec2 

Subscripts 
χ 
y 
ζ 

microparticle quantity 
macroparticle quantity 
bed quantity 

L quantity at column exit 
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The Role of Liquid Holdup and Effective 
Wetting in the Performance of Trickle-Bed 
Reactors 

DAVID E. MEARS 

Union Oil Company of California, Union Research Center, Brea, Calif. 92621 

This paper questions the role of liquid holdup in trickle-bed 
catalytic reactors. The empirical dependence of the Henry and 
Gilbert conversion model on the 1/3-power of velocity does not 
agree with the exponent of 0.75 suggested by the literature for 
dynamic holdup in packed beds. It is, however, consistent with 
reported exponents of about 1/3 for the velocity dependence 
of the effectively wetted area. New models are derived on this 
basis and the implications for interpretation and scaleup of 
pilot plant data are discussed. An alternative derivation reveals 
that liquid holdup does not affect the authors criterion for 
freedom from significant axial dispersion effects. 

Henry and Gilbert (I) recently proposed that catalyst utilization in trickle-
bed hydroprocessing reactors is a direct function of the liquid holdup 

in their catalyst beds. A model was derived relating reactor performance to 
superficial mass velocity, liquid space velocity, liquid viscosity, catalyst bed 
length, and catalyst size. Impressive agreement was shown with pilot plant 
data for hydrocracking, desulfurization, denitrogenation, and aromatics satura
tion reactions. If correct, the model would have important practical implica
tions for the scaleup of trickle-bed reactors, suggesting that scaleup on the 
basis of constant space velocity is too conservative. The present paper re
examines the role of holdup in both the conversion model and in earlier axial 
dispersion models. 

Conversion Model Based on Holdup 

Following Ross (2) and Nakamura et al. (3), Henry and Gilbert based 
their trickle-bed model on a differential material balance involving the dynamic 
liquid holdup: 

FAodXA = (- rA)HdV (1) 

in which F A o is the molar flow rate of reactant into the differential element, 
dXA is the differential conversion of reactant, and dV is the differential volume 

218 
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17. MEARS Liquid Holdup 219 

of reactor in the element. The reaction rate r A was expressed as moles A 
reacting/(time) (volume of fluid in element), and the holdup H as the volume 
of fluid in the element/volume of the element. The molar flow rate and 
total catalyst volume were then related to the liquid hourly space velocity by: 

VCAO/FAO = l/LHSV or G = (LHSV) ρ L (2) 

in which C A o is the initial concentration of reactant in the liquid feedstock, 
G is the mass velocity based on superficial bed cross section, p is the density 
of the liquid, and L is the length of the undiluted catalyst bed. Integration 
for a first-order reaction gave: 

The left side of Equation 3 was termed the space time for the reaction. In the 
absence of experimental holdup data for the reaction systems under considera
tion, they next introduced the dynamic holdup correlation of Satterfield et al. 
(4): 

H = Κ Re1/3 Ga" 1 ' 3 (4) 

in which Κ is a proportionality constant. The Reynolds and Galileo numbers 
are defined in the Nomenclature. Substitution of Equation 4 in Equation 3 led 
to the simplified model: 

log ^r2- <* (I>)1/3 (LHSV)~2/3 (dP)"2/3 (v)1'3 (5) 
^ A p 

Here dp is the catalyst particle diameter and ν is the kinematic viscosity of the 
liquid. For presumed first-order reactions, this model gave linear semilog plots 
with several sets of pilot plant data which otherwise gave nonlinear plots. 
Their paper concluded that greater liquid holdup (i.e., longer space time) in 
the catalyst bed appears to be the key to the increased catalyst utilization at 
higher mass velocities. While the agreement with the data is certainly good, 
the basis of the derivation is questionable. 

The model could be criticized on several counts. First, the correlation of 
Satterfield et ah, and its exponent of 1/3 on velocity, applies to holdup of 
liquid on a vertical string of glass beads and a special definition of Reynolds 
number appropriate to this system. In packed beds the dynamic holdup is 
evidently proportional to a power close to 0.75 at Re > 1, as shown by the 
reported values in Table I. Second, the model suggests unrealistic conversion 
improvement for large reactor scaleups. For a scaleup from 3 to 60 ft, Equa
tion 5 predicts that a conversion of 90% would increase to 99.87%, which 
is equivalent to a 2.72-fold increase in activity. To be fair, Henry and Gilbert 
warn that the model will apply only over the region where holdup increases 
according to Equation 4, but its stated range of 10 < Re < 600 would cover 
almost all scaleups. If the more realistic 0.75 exponent were used, this criticism 
would be more serious. 

Nevertheless, the demonstrated linear relation between log ( C A o / C A p ) and 
L1/3(LHSV)~2/3 cannot be disregarded. In view of the above comments, 
however, this.finding must be described as an empirical demonstration that 
reactor performance is proportional to the 1/3 power of liquid velocity. Fur
ther support for this exponent is provided by Skripek and Ballard (5), who 
obtained 0.30 ± 0 . 1 1 for V G O desulfurization at 90 < G < 300 lb/hr ft 2. 
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220 CHEMICAL REACTION ENGINEERING Π 

Table I. Dependence of Dynamic Holdup in Packed Beds on Velocity 

Reynolds No. Exponent on 
Investigators Packing type Range Liquid Velocity 

Buchanan (21) raschig rings 0.05-1 1/3 
10-10* 1.0 

Gelbe (22) various rings 10"8-1 1/3 
1-102 5/11 

Hochman and Effron (14) spheres 8-70 0.76 
Mohunta and Laddha (23) rings and spheres 0.75 
Michell and Furzer (19) various packing 10-500 0.80 
Ο take and Okada (20) raschig rings 0.68 
Sater and Levenspiel (24) rings and saddles 15-400 0.68° 
van Swaaij et al. (15) raschig rings 10-200 0.68a 

a Obtained by fitting data to correlation of Otake and Okada rather than by independently 
determining exponent. 

Conversion Model Based on Effective Wetting 

Effective catalyst wetting merits consideration as an alternative explanation 
for the dependence of reactor performance on velocity. Satterfield and Ozel 
(6) provided visual evidence indicating ineffective wetting in laboratory trickle-
bed reactors. Careful observations 

during and in the absence of reaction showed that the liquid flowed down
wards in rivulets which tended to maintain their positions with time. Some 
catalyst pellets were thus covered with a trickling liquid film while others, 
although wet, were without a liquid film on the surface . . . Non-uniformity of 
the liquid flow in trickle-bed reactors has been reported previously, but it is 
worth noting that this occurred here at liquid Reynolds numbers as high as 55 
[2400 lb/hr ft 2] and in spite of the extreme measures taken to provide initial 
uniform distribution of liquid. 

Considering this evidence, it seems reasonable to assume that reaction 
rate is proportional to the fraction of external catalyst surface which is effec
tively (freshly) wetted by the flowing liquid. The observed dependence of 
reaction rate on ca. the 1/3 power of velocity is strikingly close to the 0.32 
power velocity dependence of the wetted area correlation of Puranik and 
Vogelpohl (7). This recent correlation of published data from packed columns 
can be written: 

— = 1.05 Re 0 0* 7 We 0 1 3 6 (σβ/σ)°·20β (6) at 

where σ is the surface tension of the liquid, and σ € is the critical value of the 
surface tension for the given packing. At this critical value the contact angle 
is zero—i.e., the liquid spreads for values of σ below σ 0. The Weber number 
(defined in the Nomenclature) is a measure of the ratio of inertial force to 
surface tension force and is proportional to liquid mass velocity squared. 

If Equation 6 and the effectiveness factor η(άρ) are introduced instead 
of holdup in Equation 1, the resulting simplified conversion model is: 

log ~ cc (L)o-32 (LHSV)~QM (dp)0-18 (ν)"0·06 (σ0/σ)0·2 1 v (dp) (7) 
^ A p 

While similar in form to Equation 5, this model differs in its dependence on 
dp, v, and σ. The prediction of this equation that conversion should decrease 
with increasing viscosity is more reasonable than the prediction of Equation 5 
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17. MEARS Liquid Holdup 221 

that it should increase. For practical application with a given feedstock the 
last three terms can be factored into the proportionality. 

Tests of Conversion Models 

The various predictions of the conversion models can be checked with 
available pilot plant data. Henry and Gilbert provide data on hydrotreating 
heavy feedstocks which verify the (LHSV)~2/S dependence of both Equations 
5 and 7. Their data for hydrocracking West Texas vacuum gas oil agree with 
the L 1 / 3 dependence over a three-fold variation in reactor length (from 3.75 
to 10.2 ft). 

Henry and Gilbert also show data for the saturation of aromatics in white 
oils which are consistent with the Equation 5 prediction of a —2/3 power de
pendence on catalyst diameter. Thus they suggest that the hydrogénation 
process was not affected to a major degree by pore-diffusion limitations. How
ever, a dependence of close to the —2/3 power on particle diameter could 
also result if Equation 7 applied and the reaction was severely influenced by 
diffusion due to the inverse dependence of the effectiveness factor on particle 
diameter. This explanation seems more likely, but insufficient information is 
available to decide this point independently by using an intraparticle transport 
criterion. 

The models differ moderately in their predictions of the effects of viscosity 
and surface tension. These predictions could perhaps be checked by com
paring the reactivity of a test reactant added to severely hydrotreated solvents 
of different viscosity and surface tension. Severe hydrotreating is necessary to 
minimize competitive adsorption effects such as found by Satterfield and Way 
(8). 

Vapor Phase Reaction and Heat Transport Effects 

The above development assumed that catalyst pellets not effectively wetted 
contribute little to the overall rate. With reactants of low molecular weight, 
vapor-phase reaction on unwetted pellets can occasionally be important during 
startup as shown by Sedriks and Kenney (10) for the hydrogénation of cronton-
aldehyde over 3/16-inch P d / A l 2 0 3 pellets. However, the pores of unwetted 
catalyst pellets gradually filled with liquid because of capillary condensation, 
and the contribution of vapor-phase reaction decreased. The reaction rate also 
decreased with increased liquid loading. Detailed interpertation of their study 
is clouded by the intrusion of significant heat transfer effects for vapor-phase 
reaction and intraparticle mass transfer effects for liquid-phase reaction. 

Similarly, Satterfield and Ozel (6) found that benzene hydrogénation 
at 76°C, four degrees below the boiling point, decreased with increasing liquid 
flow rate. Here the catalyst was 2% P t / A l 2 0 3 in the form of 1/4-inch spheres. 
Calculations indicated that interphase and intraparticle mass transfer limita
tions were substantial. Comparison of transport criteria of Mears (11) indi
cates that significant interphase heat transport effects can also be expected 
for particles not effectively wetted. Thus improved heat transfer at higher 
flow rates could have caused catalyst particles to operate at lower temperatures 
and thus decreased the reaction rate. 

In typical hydroprocessing reactions vapor-phase transport of reactant 
molecules is poor owing to their relatively high molecular weight and low 
vapor pressure. The improvement in reactor performance usually observed 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

01
7

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 
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as liquid contacting increases suggests that vapor-phase reaction is not impor
tant for the class of hydroprocessing reactions in question here. 

Implications for Interpretation and Scaleup of Data 

The new model should be useful in testing pilot plant data for falsification 
of the true kinetics caused by incomplete wetting. This effect may cause first-
order kinetics to appear as higher order, leading to an incorrect interpretation 
of the kinetics and space velocities lower than necessary. 

(a w /a t ) e x p . 

Chemical Engineering Science 

Figure 1. Parity plot of wetted area correlation 
(after Puranik and Vogelpohl (7)) 

Since the model presented is based on pilot plant data and a wetting 
correlation, a question arises concerning its applicability to scaleup. Nearly 
complete wetting of catalyst particles should be obtained as mass velocities 
typical of commercial reactors are approached. At aw/at ratios above 0.6 the 
experimental data on Figure 1 tend to fall below the correlation line, suggest
ing an asymptotic approach to complete wetting. Therefore Equation 7 cannot 
be recommended as a precise basis for scaleup above mass velocities of say 
1000 lb/hr ft2. For scaleup, a model could be based on the form of the 
correlation on Onda et al. (8) which can be expressed as: 

^ = 1 - exp J -1.36 G a 0 0 5 We0-2 ( ^ ) ° 7 5 | (8) 

The predictions of this correlation are quite close to those of Equation 6 over 
the range 100 < G < 1000 lb/hr ft2. Because We is proportional to G 2 , Equa
tion 6 shows that the fraction wetted will asymptotically approach unity at 
high mass velocities. The correlation provides the basis for a scaleup model 
with only two adjustable coefficients: 

l o g V7 = LÏÏSV [ 1 " E X P { " K (L)0'4 ^ L H S V ^ (9> 
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in which the dependences on viscosity, surface tension, density, and particle 
diameter have been factored into the coefficient K. 

The fraction effectively wetted will also be a function of the initial distri
bution of liquid in the reactor and its length-to-diameter ratio, particularly in 
the case of commercial reactors (2, 12). The development given here assumes 
that a uniform initial distribution is provided. 

Trickle-Bed Axial Dispersion Model 

In evaluating kinetic data from trickle-bed pilot plants, it is also necessary 
to consider axial dispersion effects. These effects keep a reactor from achieving 
the ideal plug-flow conversion. To estimate when these effects are important, 
Mears (13) gave a criterion for freedom from significant dispersion effects. 
An alternative derivation is now given to show explicitly the role of liquid 
holdup. 

The differential equation for axial dispersion for the flowing liquid is: 

E & i d ^ - V i d x - - f r - ° ( 1 0 ) 

in which E a i , the axial dispersion coefficient, and vh the linear liquid flow 
velocity, are each referred to the cross section of the flowing liquid. In the 
third term, kn is the reaction rate constant per bulk volume of catalyst, η is the 
order of the reaction, and ?7S is a global effectiveness factor, defined as the 
product of the interphase-intraparticle effectiveness factor and the ratio 
α^/αχ. The global effectiveness factor can be taken as essentially constant 
over the narrow range of reactor length in which dispersion effects become 
significant. The reaction rate is expressed per unit volume of liquid by intro
ducing the liquid holdup in the denominator. As before thermal effects are 
assumed negligible. Upon multiplying through by Η the equation becomes: 

H EAi g - H vi g - kn c»Vg = 0 (11) 

Because the liquid holdup also represents the ratio of the cross section of the 
liquid stream to the cross section of the bed, the products HE&1 and Hv{ may 
be taken, respectively, as the dispersion coefficient E a and mean velocity ν 
referred to the empty bed cross section. This puts the equation into the form 
originally presented. 

When the equation is made dimensionless, the holdup cancels from the 
Peclet number based on particle diameter: 

Pem = ^ = ^ (12) 
-C ' a ϋ a i 

The rest of the development follows as given before. 
If axial dispersion effects are to increase reactor length by less than 5% 

over the minimum length required with plug flow, the criterion to be met is: 

dp Pem Cf 

The minimum reactor length thus increases with the order of reaction and 
with conversion and is independent of the holdup. 

The Peclet number was estimated through the correlations of Hochman 
and Effron (14), van Swaaij et al. (15), and Furzer and Michell (16). Gen-
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erally at Re — 10, the Peclet number is about 0.2. In contrast the Peclet 
number for gases is about 2 for Re > 1. Thus the minimum reactor length 
for freedom from significant effects could be an order-of-magnitude greater 
than required for vapor-phase reaction to the same conversion level. 

Evaluation of Dispersion Effects 

Henry and Gilbert used the above criterion and the correlation of Hoch-
man and Effron to estimate a minimum reactor length of 14 inches for 1/16-
inch catalyst particles, a Reynolds number of 10, and a conversion of 90%. 
It was implied that this minimum length applies for all the pilot-plant studies 
given as examples. In fact, the criterion requires a minimum length of 28 
inches for 99% conversion. The semilog plots of Flinn et al. (17), which are 
linear at lower conversions, show curvature in the 95-99.9% conversion range. 
These data were obtained with 1/15-inch catalyst particles in a 10-inch bed 
according to Larson (18). Thus axial dispersion effects are clearly indicated 
as an important cause of the curvature in this case. 

4 -

_ J L 
0.5 1.0 

(1 + b) ( L H S V ) 2 J 

Figure 2. Semilog plot of Mears (13) denitro-
genation data to trickle-bed reactor model. Filled 

point is for diluted bed. 

Similarly for the denitrogenation data of Mears (13), the criterion re
quired a minimum reactor length of about 33 inches arising from the larger 
effective particle size and conversions over 90%. Since the shortest of the 
three beds was 13 inches, significant axial dispersion effects were indicated 
for this bed length. Nevertheless, Henry and Gilbert applied their model to 
this data and found reasonable agreement for two of the three data points 
given in the original work. The third, unplotted point was obtained with the 
same amount of catalyst and feed rate as in the shortest bed length case, 
but the catalyst was diluted with an equal amount of inert diluent to lengthen 
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Ί Γ 

100 200 300 
Calculated Unconverted Nitrogen, ppm 

Figure 3. Parity plot of axial dispersion model 
predictions vs. experimental results for Mears 

(13) denitrogenation data 

the bed and minimize the dispersion effect. When this point is added to the 
plot, the agreement is much poorer, as shown in Figure 2. In contrast, the pre
dictions of the axial dispersion model agree quite well with the observed 
values, as shown by the parity plot of Figure 3. 

Conclusions 

When axial dispersion and heat transport can be neglected, a conversion 
model based on the 1 /3 power of liquid velocity closely describes the depend
ence of trickle-bed hydroprocessing data on space velocity and bed length. 
Effective wetting provides a more rational basis than liquid holdup, as indi
cated by the agreement in velocity dependence. The new models derived on 
this basis should be useful in interpreting kinetic data from small pilot plants. 
Additional data obtained over a greater range of mass velocity, viscosity, and 
surface tension are needed to confirm and extend the models for scaleup. 
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Nomenclature 

at external area of catalyst or packing per unit volume of bed, 
= 6(1 - ε ) / d p , cm 2 /cm 3 

a w freshly wetted external area per unit volume of bed, cm 2 /cm 3 

b dilution ratio, cm 3 of inert particles/cm3 of catalyst 
C concentration, mole/cm3 
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226 CHEMICAL REACTION ENGINEERING II 

dO diameter of catalyst particle, cm 
E& axial dispersion coefficient referred to empty bed cross section, cm2/sec 
£ a i axial dispersion coefficient referred to interstitial liquid cross section, 

cm2/sec 
F volumetric flow rate, cm3/sec 
F A o molar flow rate of reactant A, moles/hr 
g acceleration caused by gravity, cm/sec2 

G mass velocity, grams/ ( cm 2 ) ( hr ) 
H dynamic holdup, cm 3 liquid/cm 3 bed 
k reactor rate constant, hr"1 for first-order reaction 
L catalyst bed length, cm 
LHSV liquid hourly space velocity, cm 3/(hr) (cm 3 catalyst) 
η order of reaction 
ν superficial (empty tube) velocity of liquid, cm/sec 
tJj linear velocity of interstitial liquid, cm/see 
V catalyst bed volume, cm 3 

X conversion of limiting reactant 

Dimensionless Groups 
Ga Galileo number, = dp

3gp2/μ2 

Pe Peclet number, = vdp/E& 

Re Reynolds number, = Gd^/μ for packed bed 
= Fp-π/ά^μ for string of glass beads 

Rej Reynolds number based on interstitial velocity, = v^d^/μ 
We Weber number, = G2dv/<jp 

Greek Letters 
ε void fraction of packed bed 
μ viscosity, grams/ ( cm ) ( sec ) 
p density, grams/cm3 

σ surface tension of liquid, grams/sec2 

σ0 critical value of surface tension for a given packing, grams/sec2 

ν kinematic viscosity, = μ/ρ, cm2/sec 

Subscripts 
a axial 
i interstitial liquid 
ο initial or feed property 
ρ final or product property 
w wetted 
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Velocity and Direction of Liquid Phase in 
Bubble Columns 

EIICHI KOJIMA, TAKASHI AKEHATA, and TAKASHI SHIRAI 

Research Laboratory of Resources Utilization, Tokyo Institute of Technology, 
O-Okayama, Meguro-Ku, Tokyo 152, Japan 

Liquid velocity and direction were measured in bubble columns 
8 and 15 cm in diameter with a newly developed probe. Three 
microelectrodes, at which a diffusion-controlled electrode reaction 
occurs, form a triangle. The direction and velocity were calcu
lated from the cross-correlation function of voltage fluctuations 
of the three microelectrodes. The direction and velocity of the 
liquid phase vaned continuously with time. In the central region 
of the column the liquid flow was mainly upward. Near the 
wall, both upward and downward flow were measured, although 
the ratio of the period of upward flow to the data-acquiring time 
was less than in the central core region. Radial flow was ob
served over the entire column cross-section. These results are 
considered to be closely related to the performance of bubble-
column reactors, such as mixing, conversion, and selectivity. 

It has been reported that a relatively steady stream of liquid exists in a bubble 
column even in batch operations. Pavlov (I), using a Pitot tube, measured 

the circulating velocity of the liquid phase in a batch-type bubble column 17 
cm in diameter with a gas superficial velocity of 5-100 cm /sec. Yoshitome and 
Shirai (2) used a spherical float to measure the velocity of gas-liquid mixture 
in bubble columns 15 and 28 cm in diameter and showed that the liquid move
ment was upward in the central region but downward over the rest of the 
annular section. De Nevers (3) observed that when a vertical baffle was intro
duced in a bubble column, gas-liquid flow showed a stable circulation, but 
without the vertical baffle the flow became irregular and unstable. Kunugitga 
et al. (4) investigated the behavior of the liquid phase of a bubble column 
5 cm in diameter and 100 cm in height by taking photographs continuously of a 
suspended tracer particle. They found that over the entire cross section, the 
observed instantaneous axial liquid velocities were both upward and downward, 
and the mean axial velocity was nearly zero. 

A few models for circulatory flows in bubble columns have been proposed. 
Freedman and Davidson (5) calculated the circulation velocity by assuming 
that the flow in bubble columns is inviscid and compared the predictions with 
experimental flow patterns for low gas velocities. Rietema and Ottengraf (6) 
assumed that the flow is laminar and calculated the circulating velocity by 

231 
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232 CHEMICAL REACTION ENGINEERING II 

solving the equations of momentum and material balance, and compared the 
estimation with experimental values obtained in a glycerine-aqueous solution-air 
system. Miyauchi and Shyu (7) defined a turbulent viscosity of gas-liquid 
two-phase flow, determined it experimentally, and proposed a method for 
calculating steady-state circulation velocity distribution in a batch bubble 
column. These three models assume fixed and axisymmetrical flow patterns. 

Figure 1 shows how flow patterns in bubble columns vary with time. 
Flow patterns were visualized by tracer particles lighted in the black back
ground. The experimental conditions were: column diameter 15 cm, super
ficial gas velocity 1 cm/sec, and liquid height 45 cm. Although these three 
photographs were taken at the same gas flow rate, the flow patterns differ from 
each other. In Figure 1A, the liquid flows upward in the left part and down
ward in the right. In Figure 1C, the direction of flow is contrary to that in 
Figure 1A. In Figure IB, the flow is axisymmetrical, upward in the central part 
and downward near the wall. These photographs show that at a point in a 
bubble column, the direction of liquid flow is not always fixed. 

From the above observations, it should be pointed out that, although in 
previous work the flow pattern is considered to be fixed and axisymmetrical 
and the radial flow is not taken into account, the liquid flow in a bubble column 
is much more complicated, and therefore detailed measurements should be 
made to clarify the above observations quantitatively. In this investigation, a 
probe which can detect the flow direction and measure the velocity is developed 
and applied to the gas-liquid two-phase flow in bubble columns. 

Figure 1. Liquid flow patterns 

Measurement of Velocity and Direction 

Probe. In a complex flow field such as in a bubble column, the usual 
one-pointed, direction-detecting probes are not suitable because these can be 
used satisfactorily only in a steady flow. In the present study a three-micro-
electrode probe is developed by which the velocity and direction of unsteady 
flow is calculated from the cross-correlation function of three signals obtained 
by the probe. 

The probe is shown in Figure 2. Its components are three platinum 
micro cathodes 0.6 mm in diameter which form a triangle 6.0 mm on each side, 
and three corresponding platinum rectangular anodes 3 X 5 cm. These elec
trodes utilize the electrochemical reaction of ferricyanide ion—viz., 
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18. KOJIMA ET AL. Liquid Phase in Bubble Columns 233 

8mm 

Figure 2. The probe 

F e ( C N ) 6

3 - + e" *± F e ( C N ) 6

4 " 

The electrolyte was 3 X 10" 3M potassium ferricyanide and potassium 
ferrocyamde and 1M sodium chloride. The electric circuit is shown in Figure 3. 
By applying an appropriate voltage across the anode and cathode, measure
ments were carried out so that the electrode reaction was controlled by the 
mass transfer rate. 

3 volts 

anode 
micro-cathode 

Figure 3. Electric circuit 

Before each run, the probe was pretreated. The electrodes were immersed 
in a 5% aqueous solution of sodium hydroxide and 5 ν direct current was 
applied for 20 min. 

Principle of Measurements. The method of calculating and detecting the 
velocity and direction of the flow is illustrated in Figure 4. It is assumed that 
the liquid phase moves at a mean veolcity u with some characteristic turbulent 
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234 CHEMICAL REACTION ENGINEERING II 

fluctuating component on it. If the liquid flow that passes over the triangle of 
the three electrodes shows the same velocity fluctuation along the line perpen
dicular to the direction of bulk flow, and the shape of the fluctuating wave does 
not change substantially during the period necessary for the flow to pass over 
the triangle, then the same pattern of velocity fluctuation will be observed at 
any two electrodes, although in the downstream the signal lags in phase. 

Let the velocity fluctuations be VA(t) and VB(t) observed at the electrodes 
A and B, respectively, and calculate the cross-correlation function C a b ( T ) 

CAB(T) - Ε IVA(t - τ ) 7 Β ( 0 ) (D 

and let the value of τ at which the function C a b ( T ) takes the maximum be T O A B . 
Then τ Ο Α Β corresponds to the time required for the liquid flow to move from 
electrode A to electrode B. If the side AB makes an angle θ with the bulk flow, 
u is related to Θ by the following equation 

cos θ = ιιτοΑΒ/Ι (2) 

where I is the length of the side AB. 

TT / \ 

7 V 5 6711̂  J // \ / 
6 π \ Χ / 6 ^ C ^ ? \ / 

|ττ A Β 

Figure 4. Principle of measurement 

Table I. Direction of Liquid Flow 
Range 1 2 8 4 5 6 

1 1 1 5 5 7 7 3 3 11 
θ 6 X ~ 2 * 2 π ~ 6 π 6 X ~ 6 X 6 π ~ 2 π 2 % ~ ~6 % 

1 1 9 
Ό 

TOAB — — + + + — 

TOBC + — — — + + 
TOCA + + + — — — 

When the three values of τ 0 Α Β , T o b c , and T o c a are obtained, the values of 
θ and u are calculated as follows: 

(1) Find the signs of τ Ο Α Β , T o b c and r 0 C A , and locate the range of Θ. As 
shown in Table I, by the combination of the signs of τ 0 Α Β , T o b c , and T o c a , the 
range of Θ is determined as one of the six equally divided ranges. For example, 
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18. KOjiMA ET AL. Liquid Phase in Bubble Columns 235 

! Co Α 1 748 590 *83 
1 CB Α 2 738 592 580 

. ζ Β Α 3 739 590 575 
I C Α 4 738 595 586 
f c Β Α 5 719 603 573 
i c Β Α 6 718 603 573 
1 c Β Α 7 7θ7 607 571 
I c Β Α 8 698 607 566 
I c Β Α 9 708 617 566 
I c Β Α 10 692 595 566 
I c Β Α 11 690 595 559 
I c β Α 12 700 603 559 
1 c Β Α 13 695* 601 "559 
I c Β Α 14 696 593 554 
i c Β Α 15 700 599 560 
I c Β Α 16 693 599 564 
! C Β Α 17 700 590 562 
I c Β Α 16 689 582 562 
I c Β Α 19 688 585 5 6 3 ~ 
I CB Α 20 680 580 568 
I c Β Α 21 683 586 566 
I c Β Α 22 674 584 546 
I c Β Α 23 690 583 551 
I c Β Α 24 678 598 545 
I c β Α 25 676 605 543 
I c Β Α 26 670 607 530 
! C Β Α 27 660 618 523 
1 c Β Α 2 β 659 620 521 
IC β Α 29 654 625 512 
ic Β Α 30 644 624 507 
1C ΒΑ 31 6 4 Î 626 507 
c ΒΑ 32 636 629 498 
c Β 33 633 630 497 
c ΑΒ 34 628 638 496 

C i Β 35 627 631 492 
C 1 Α Β 36 621 631 482 
C I Α « 37 614 627 480 

C I Α Β 38 610 631 473 
C 1 Α Β 39 613 639 463 
C I Α Β 40 598 638 463 

C I Α Β 41 593 638 452 
C I Α Β 42 593 633 442 

C I "Ά Β " 4 3 596" 631 "455 ~ 
C I Α Β 44 586 639 440 

C I Α Β 45 594 627 434 
C 1 A b 46 582 627 424 

C I Α Β 47 577 623 426 
C ! A Β 48 571 619 423 

C " I À Β 49 571 618 " 4 Î 4 
C I A Β 50 564 619 419 
C I A Β 51 562 615 417 

C 1 A Β 52 555 616 406 
C I A Β 53 555 622 410 
C ! A Β 54 540 617 406 

C ! ' A ' " Β 55 539 608 405 
C I A Β 56 541 608 399 
C I A Η 57 540 608 396 

C 1 A Β 58 534 611 395 
C I A Β 59 530 613 400 

. C I A Β 60 523 620 390 

Figure 5. Digitalized data 

in Figure 4, the signs of τ 0 Α Β , T o b c , and r 0 C A are —, —, and +, respectively, 
that is, θ belongs to the range between 7r/6 and π/2. 

(2) In the 0-range obtained above, solve a pair of simultaneous equations, 
corresponding to Equation 2, that contain any given two T 0 'S, for example, 
T O A B a n d T O B C , then the unknown values of Θ and u are determined. 

Data Processing. Data processing is done as follows: The signals from 
the three micro-electrodes are first tape-recorded by a data recorder ( T E A C 
R351F) and processed by an analog-to-digital (A-D) converter ( F A C O M 
6382B), and then the cross-correlation function, the angle of flow, and the 
velocity are calculated by a digital computer ( F A C O M 270-20). An example 
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236 CHEMICAL REACTION ENGINEERING II 

of digitalized data is shown in Figure 5. When an air bubble happened to en
velope the micro-cathode and a characteristic square pulse signal was obtained, 
the digitalized data corresponding to the pulse were replaced by the data of a 
line connecting the feet of the pulse. In Figure 6 an example of the calculated 
cross-correlation function is given. For one experimental run, data-acquiring 
time was 40-70 sec. The frequency of A-D conversion was 1600/3 Hz. The 
number of data for each calculation were 800, which was determined by the 
consideration for the statistical errors in the computation of cross-correlation 
function. Thus the velocity and direction was calculated as an average value 
for every 1.5 sec (= 800/533.3 sec). 

χ 10" 

2.0 

1.5 

-ι 1 — Γ • 1 > 1 1 1 1 -ι 1 1 1 r 

I ι I 

V 
ο 

_J 1 1 1 1— - χ 1 0 - 2 -90 -60 -30 0 30 60 X Cm sec] 

< 2.0 -

1.6 

1 j 1 1 1 1 — l 1 1 

\ • 
X · X 

1 1 —I 1 1 1 1 1 1-

< 1 0 - 2 -90 -60 -30 0 30 60 I Cmsec] 

1 Cmsecl 

Figure 6. Cross-correhtion function 

Velocity and Direction of Liquid Phase in Bubble Columns 

Experimental. Velocity and direction were measured in two columns, 15 
cm in diameter with a single nozzle as a gas distributor in batch operation, and 
8 cm in diameter with a perforated-plate gas distributor in continuous operation. 
The liquid employed was the electrolyte solution described in the previous 
section. In the continuous operation, the liquid was fed at the bottom and 
drained at the top of the column. Air was introduced at the bottom. The 
height of the column was 120 cm, and measurements were done at 90 cm from 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

01
8

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



18. KOjiMA ET AL. Liquid Phase in Bubble Columns 237 

Figure 7. Distribution of the axial velocity component: (A) u„ = 0.5 cm Isec, 
batch; (B) u9 = 1.5 cm/sec, batch; (C) uff = 1.1 cm Isec, ui = 1.0 cm I sec 

the bottom where there was no end effect of gas distributor and the radial 
distribution of gas void fraction was fully developed to an equilibrium (8). 

The probe was placed so that the triangle of the three microelectrodes 
was in the plane that contained the axis of the column, and the base of the 
triangle (the side AB) was perpendicular to the axis. The three rectangular 
plate anodes were fixed on the wall underneath the liquid surface of the 
column. 

Results. The axial components of the instantaneous velocities for batch 
systems are shown in Figures 7A and 7B. Here the instantaneous velocity 
means the value averaged for every 1.5 sec as described in the section on data 
processing. Since the axial velocities are widely scattered, the liquid flow is 
complicated. From these figures it is clear that the upward flow is dominant in 
the central region, while in the neighborhood of the wall the upward flow 
decreases. 

Figure 7C shows the instantaneous axial velocities for continuous systems. 
Here the liquid flows both upward and downward, and not simply at a uniform 
superficial liquid velocity as assumed in previous work. 

The frequency distributions of flow direction in batch operations are shown 
in Figures 8 and 10. The flow direction is measured by setting the side AB of 
the three-electrode triangle A B C horizontally as previously described. The 

50% 

25% 

(a) r/R=0 (b) r/R=0.53 (c) r/R=0.87 

Figure 8. Local frequency distribution of flow direction (ug = 0.5 
cm I sec, Dr = 15 cm, L/Dr = 8, ζ = 90 cm, batch) 
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angle of flow Θ then means that measured counterclockwise from the baseline 
AB. In these figures the location of bars represents the midpoint of the class 
interval, the angle of which is chosen as π/3, and the length of the bars repre
sents the relative frequency—i.e., the ratio of the period that the flow is 
observed in one of the six ranges in Table I to the data-acquiring time. They 
are illustrated as if the wall is on the right. Thus, for example, Figure 8a shows 
that on the axis of the column the ratio of upward flow is 30% (range 5) + 

10 cm/sec 

(a) r/R=0 (b î r/R=0.53 (c) r/R=0.87 

Figure 9. Time-averaged local velocity (u0 = 0.5 cm/sec, Dr = 15 cm, 
L/Dr = 8, ζ = 90 cm, batch) 

(a) r /R = 0 (b)r/R=0.53 (c) r/R=0.87 

Figure 10. Local frequency distribution of flow direction (ug = 1.5 
cm Isec, Dr = 15 cm, L/Dr = 8, ζ = 90 cm, batch) 

10cm/sec 

(a) r/R=0 (b) r/R=0.53 (c) r/R=0.87 

Figure 11. Time-averaged local velocity (ug = 1.5 cm I sec, Dr = 15 cm, 
L/Dr = 8, ζ = 90 cm, batch) 

35% (range 6), that of horizontal flow from the right (from the wall) and 
the left is 25% (range 1) and 8% (range 4), respectively, and that of down
ward flow is 3% (range 2) + 0 % (range 3). The time-averaged velocity, 
where the averaging time was 40-70 sec, is illustrated in Figures 9 and 11. 
Again the length of the bars represents the time-averaged velocity, and their 
location, the midpoint of the class interval. 
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50% 

(a) r /R = 0 (b) r/R=0.50 (c) r/R=0.75 

Figure 12. Local frequency distribution of flow direction for con
tinuous system (u0 = 1.1 cm/sec, iu = 1.0 cm/sec, Dr = 8 cm) 

10 cm/sec 

(a) r/R=0 (b) r/R=0.50 (c) r/R=0.75 

Figure 13. Time-averaged local velocity for continuous system (ug = 1.1 
cm/sec, ui = 1.0 cm/sec, Dr = 8 cm) 

These figures show that the characteristic pattern of liquid flow in batch-
type bubble columns is as described below. 

In the central part of the column (r/R = 0), the liquid flow was mostly 
upward. Near the wall (r/R = 0.87) both downward and upward flows were 
observed although the ratio of the period of upward flow to the data-acquiring 
time was less than that in the central core region. At r/R = 0.53, an inter
mediate nature of the above two regions appeared. Further, over the entire 
cross-section of the column, radial flow was observed in a considerable amount. 

In the continuous system in which liquid was fed and drained continu
ously, the frequency distribution of flow direction and the time-averaged 
velocity are shown in Figures 12 and 13, respectively. The liquid does not 
flow uniformly at the superficial liquid velocity, but the flow pattern changes 
from time to time as in the batch system. In the center of the column only 
upward flow is observed, but near the wall (r/R = 0.75) downward flow 
exists, and the horizontal flows are observed except at the center. 

Discussions 

A physical picture of liquid flow in bubble columns may be drawn in the 
following manner. In contrast to the simple and stable flow patterns proposed 
by the previous investigators, the liquid flow in bubble columns was demon
strated to be complicated. In both batch and continuous systems, liquid flow 
is mainly upward in the central part, but in other parts both upward and 
downward flows are observed, although nearer to the wall the ratio of the 
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240 CHEMICAL REACTION ENGINEERING II 

period of downward flow is increased. And radial flow is present across the 
entire cross-section. 

These complicated flow patterns are considered to arise from the pumping 
effect of the wakes of bubble swarms. The radial distribution of the void frac
tion is maximum at the axis, where the ratio of the period of the upward flow 
is also maximum. In the batch system, a certain amount of the liquid is 
pumped up by the wakes of the bubbles, and the downward flow should result. 
In the continuous system as well, when the volume of liquid pumped per unit 
time by the wakes of bubbles is greater than that of liquid fed to the system, 
downward flow should occur. Thus by the interaction between the upward 
and downward flows, the radial liquid flow will appear, and the liquid flow 
pattern will become complicated as observed here. Usually bubble columns 
are operated under conditions of superficial liquid velocities up to a few centi
meters per second. These conditions correspond to the situation described 
above. Such flows are closely related to the liquid mixing in bubble columns, 
and evidently they have a significant influence on the concentration distribu
tions of reactants and intermediates, hence on the reaction yield. Finally, 
difficulties in this approach of measurement are briefly discussed below. 

(1) By using the probe developed here, the velocity and direction in the 
lane that contains the three microelectrodes can be detected. However, if a 
ow that goes through the plane is present, the velocity calculated will be 

larger than the true value. A four-microelectrode probe may be used without 
this defect, but additional precautions will be essential so that the signals will 
not be disturbed by the stems of the probe. Further studies are necessary on 
this point. 

(2) In this experiment the distance between microelectrodes was fixed at 
6 mm. If the distance is too short, the disturbance created by an upstream 
microelectrode will superimpose on the turbulence originally present in the 
liquid flow and the disturbance must affect the calculated results. Conversely, 
if the distance is too large, the correlation of the signals of the two electrodes 
will disappear. The reason for this is that an eddy, observed at the upstream 
electrode, does not pass over the downstream one, or the turbulence characteris
tics change entirely while an eddy is transported to the downstream electrode 
by the bulk flow. Thus the optimal distance between electrodes depends on the 
spectrum of scales of eddies and on the speed of decay of eddies in liquid 
phase. Considering these effects, several kinds of probes that have different 
micro-electrode distance dimensions were tested. The 6-mm distance was 
decided to be most suitable. 

Conclusions 

Velocity and direction was measured with the aid of a newly developed 
probe, and complicated flow patterns were manifested in contrast with previous 
investigations that postulate simple and fixed flow patterns. 

The liquid flow observed in batch operations and continuous operations 
at low liquid superficial velocities has such features as: (1) liquid phase is 
mainly upward in the central core region; (2) in the vicinity of the wall both 
upward and downward flow is observed although nearer to the wall the ratio 
of the period of downflow to data-acquiring time is greater; (3) across the 
entire crosssection radial flow exists. These observations must be taken into 
account in the prediction of the performance of bubble-column reactors. 
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Nomenclature 

CAB(T)> C B C ( T ) , C C A ( T ) 
D T 

L 
r 
R 

u 

(*),vB(*) 
Greek Letters 

cross-correlation function 
bubble column diameter, cm 
liquid height, cm 
radial distance measured from the axis of column, cm 
bubble column radius, cm 
time, sec 
liquid mean velocity, cm /sec 
superficial gas velocity, cm /sec 
superficial liquid velocity, cm/sec 
distance from gas distributor, cm 
velocity fluctuation 

angle (see Figure 4) 
time lag, sec 
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Liquid Dispersion, Mass Transport, and 
Chemical Reaction in Supported Liquid 
Phase Catalysts for SO2 Oxidation 

HANS LIVBJERG, BENNY SORENSEN, and JOHN VILLADSEN 

Instituttet for Kemiteknik, Danmarks tekniske H0jskole, Lyngby, Denmark 

A mathematical model for liquid dispersion, diffusive mass trans
port restnctions, and chemical reaction in supported liquid phase 
catalysts is presented. The liquid phase is assumed to be dis
persed by capillary forces, and the length of the liquid phase 
diffusion path can be obtained from pore structure data for the 
support. Both liquid phase and gas phase pore diffusion restric
tions are important in preparing supported liquid phase catalysts 
that exhibit the largest possible overall conversion per catalyst 
volume. Activity was calculated for industrial SO2 oxidation 
catalysts. A good estimate of catalyst activity can be obtained 
from pure liquid catalyst properties. 

Supported liquid phase systems (SLP systems) are gas/liquid contact systems 
where the liquid phase is dispersed in a porous support material. Such 

systems are effective contactors in mass transfer operation with high diffusion 
resistance in the liquid phase since the liquid must be highly dispersed to reduce 
the length of liquid phase diffusion paths. Rony has studied SLP catalysts 
(I, 2) and proposed a mathematical model to simulate the interior liquid dis
persion and diffusion kinetics. He extended Thiele's original single pore model 
to include the liquid catalyst inside the porous support. The liquid forms a 
layer at the pore wall or a plug at the bottom of the long single pore. However, 
the liquid distribution cannot be determined independently, and thus the model 
cannot be used to predict a priori catalyst activity for a given liquid loading and 
given pore structure. 

Recently Abed and Rinker (3) proposed a different model for SLP sys
tems. They consider the liquid phase to be evenly distributed throughout the 
pellet, and they determined diffusion fluxes through the pellet for different liquid 
loadings by steady-state counterdiffusion experiments. The diffusion mechanism 
was analogous to ordinary pore diffusion with an effective diffusivity which was 
proportional to the square of the residual porosity. The most important feature 
of their model is that the liquid is assumed to be so finely distributed that local 
diffusion resistance into the liquid phase from a pore at a given position in the 
pellet can be neglected. They also allow for enhancement of the effective 
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19. LivBjERG ET AL. S02 Oxidation 243 

diffusivity through liquid diffusion, assumed to be proportional to the square 
of the liquid loading. Their model and Rony's, with a distinction between 
liquid in plugs and pore wall adhering liquid, predict an optimal liquid loading. 

This paper analyzes industrially important SLP systems where liquid phase 
diffusion is small enough to invalidate the assumption that local activity is pro
portional to liquid loading. This system requires a more detailed knowledge of 
liquid phase distribution to compute the local diffusion path length from the 
gas phase into the liquid phase. We show that liquid pore size distribution can 
be estimated if the catalyst pore structure is known; then the influence of liquid 
loading can be studied. Calculations are presented for an industrial S 0 2 oxida
tion catalyst with a severe liquid phase diffusion restriction. 

The catalytic oxidation of S 0 2 with a V 2 0 5 / K 2 0 catalyst is the most im
portant industrial application of an SLP catalyst. This homogeneous reaction 
occurs in a melt containing the active catalyst species. The melt is distributed 
in the pore structure of an inactive support which is usually Si0 2 based (4, 
5,6). 

This system was investigated by Kenney and co-workers (5, 6) who 
studied non-steady-state absorption kinetics of reactants into non-supported 
catalyst melts of large volume. Boreskov et al. {7,8) measured S 0 2 oxidation 
rates for catalyst melts on porous and non-porous supports. Using catalyst 
films of different thickness they extended the measurements from the purely 
kinetic region into the region with severe liquid phase diffusion restriction. 
They showed that the reaction zone in the pure liquid phase is thin; liquid 
phase diffusion becomes important in liquid layers > 2000 A at 485°C. Thus, 
a gradientless liquid phase reaction cannot be obtained by macrostirring in a 
large catalyst volume. The pure kinetics of the homogeneous reaction can only 
be obtained with experiments on thin liquid films. Gas phase pore diffusion 
restrictions at industrial reaction conditions are important (9, 10, 11, 12). 
Kadlec et al. (9, 10) calculated optimum catalyst loadings, assuming negligible 
liquid phase diffusion resistance. Thus the activity of a S 0 2 oxidation catalyst 
is a result of a complicated interaction between homogeneous liquid phase 
kinetics, liquid phase diffusion, and gas phase pore diffusion that is characteristic 
for an SLP catalyst. 

Distribution of the Liquid Phase in the Pores 

Because the pore system used for liquid support in SLP systems (e.g., the 
SLP catalyst for S 0 2 oxidation) is finely dispersed, the forces governing the 
liquid distribution in the pore system will be surface forces acting at the solid-
liquid and gas-liquid interfaces—i.e., capillary, surface tension, and adsorption 
forces. The influence of gravity on the geometry of the liquid surfaces is negli
gible. Under the influence of the surface forces the liquid will be distributed 
so that the thermodynamic free energy of the system attains a minimum. For 
liquids with contact angle < 90° (i.e., with positive affinity to the solid surface), 
this implies a tendency to minimize the area of the high energy gas/liquid 
surface and at the same time maximize the area of the low energy liquid/solid 
surface. Thus, the liquid is drawn into the smaller pores, and if the liquid 
loading in the SLP system is increased, larger and larger pores will be filled 
with liquid. This phenomenon is extensively used to analyze pore structures 
by measuring capillary condensation of vapors (13). The mobility of the non
volatile liquid phase in an SLP catalyst, which is necessary for redistributing 
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Figure 1. Liquid contained in smaller pores of support 
pore system 

the liquid in the pores, has been proved by Tops0e and Nielsen (4). They 
showed that a catalyst melt initially non-uniformly distributed in a support 
pellet would be uniformly distributed after some time at reaction conditions. 

The resulting liquid distribution is shown schematically in Figure 1. The 
SLP system is divided into two regions. One is the pore system of larger gas-
filled pores which will be called the residual pore system. The other is a two-
phase area consisting of a solid phase permeated by a pore system of liquid-
filled smaller pores—i.e., liquid-filled region (LFR) . The geometry of the 
residual pore system—i.e., pore size distribution and porosity—is important for 
the rate at which reaction components diffuse through it. The geometry of the 
liquid-filled region is important in determining the lengths of the liquid phase 
diffusion paths from the residual pores and into the liquid-filled pores. These 
geometrical characteristics can be derived from the pore volume distribution of 
the support. 

The pore radius of the largest pores completely filled with liquid is r f. 
Thus the total liquid volume equals the pore volume with radii < r f or 

where W L / P L * s the volume of liquid per unit weight support, and v(r) is the 
density function of the pore volume distribution. For a given liquid loading 
WL/PL Equation 1 can be solved iteratively for the corresponding value of r f. 
The residual pore system is formed by all pores > r f. Therefore the residual 
pore volume distribution is defined by: 

Figure 2 shows a support pore distribution curve (A) and a corresponding 
residual pore distribution curve (B) for a given liquid loading. 

For Equations 1 and 2 the liquid phase is assumed to be uniformly dis
tributed in the LFR—i.e., jthe probability for a point in L F R at a given distance 
I from a residual pore to be in the liquid phase is independent of I. Under 
certain circumstances, much of the liquid may be concentrated in areas in 
immediate contact with the residual pores. This is true in general for very low 
liquid loadings when the liquid presumably is kept in short micropores along 

(1) 

0; r < rt 

v(r); r > ri 
(2) 
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19. LivBjERG ET AL. S02 Oxidation 245 

the surface of the residual pore system and for liquid molecules kept in an 
adsorbed state at the solid surface. Such distribution variations can be ac
counted for by assuming the existence of a liquid layer of thickness t at the 
pore walls of all residual pores as a model perturbation to Equations 1 and 2. 

1000 2000 PORE RADIUS 

Figure 2. Support pore distribution 
(curve A) (with mean pore radius rm 

= 2500 A and variance βΓ = 0.3 for 
In τ) and residual pore distributions 
for 75% liquid loading. Curve Β cor
responds to Equations 1 and 2, curves 
C-F correspond to Equations 3 and 4. 

If part of the liquid is enclosed in pores with radii < r f 

layer of thickness t at the walls of pores with radii > r f, 
sponding to Equation 1 becomes 

and the rest is in a 
the formula corre-

W>L/PL = 1 v(r)dr +fT{ £l - ~\^v(r)dr (3) 

assuming non-intersecting cylindrical pores. For a given liquid loading and 
liquid layer thickness t, Equation 3 can be solved iteratively for r f. The corre
sponding residual pore distribution is defined by: 

o; r < ri — t 

r > π (4) 

Figure 2 shows a family of residual pore distribution curves generated by 
Equations 3 and 4 for different values of t. Curve F corresponds to the highest 
t that is possible for the given liquid loading. This curve is constructed by 
substituting r f = t in Equations 3 and 4. The corresponding liquid distribution 
represents an extreme type compared with that defined by Equations 1 and 2 
in that as much as possible of the liquid is distributed as a homogeneous layer 
at the pore walls of the residual pore system. When r f has been computed by 
Equations 1 or 3, the following geometrical properties of the L F R become 
available. The pore volume of the LFR—i.e., the total volume of liquid filled 
pores, is 

v(r)dr 

and the total volume of the L F R per unit weight support: 

(5) 

y ι = - + v9t 
(6) 
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where pg is the true density of the solid phase. The porosity of the L F R is 
defined by: 

(7) 

The "external" surface area of the L F R S£—i.e., the area exposed by the L F R to 
the residual pores (or a liquid layer, if any)—equals the surface area of support 
pores > r f. Thus for non-intersecting cylindrical pores: 

Γ00 2 St I - v(r)dr Jrt r 
(8) 

where 2/r is the surface to volume ratio for infinitely long cylinders. If S £ and 
V f are known, one can compute the average diffusion length 8 f in the L F R 
which equals the volume to surface ratio: 

(9) 

Further geometrical characteristics for the L F R are developed below. 

Catalytic Reaction and Diffusion in the Liquid Phase 

The liquid-filled region of the catalyst is considered a homogeneous phase. 
Diffusion occurs in all directions, and reaction occurs at every point. The reac
tion rate and diffusivity are, of course, smaller than in a pure liquid phase since 
part of the total volume of the region is taken up by the solid. This is our basic 
assumption of a uniformly distributed liquid phase in the LFR, and it agrees 
with generally accepted pseudo-homogeneous models for diffusion and chemical 
reaction in porous bodies (e.g., Ref. 14, chap. 4 for further details). 

fit*- LFR segment of volume _ Vf 
Λ and surface _-Sf / 

( Liquid filled region. A?k 
Residual / 

; / pore •A ··-!.<·.' 
.·.;· \ ν * *''£· ·'?·.'.Ί".'·". 

'··'") 
'''Ί * " ' · , ! y'Ù.'^y^^ / 

mime. 
Figure 3. Homogeneous model of the liquid-filled region 

The effective diffusivity in the L F R is derived from the pure liquid phase 
diffusivity D i L by 

D i L -
D i L 9t (10) 

where r f is the tortuosity factor for the LFR. 
Figure 3 is an enlarged view of the pore structure in which the hetero

geneity of the L F R is neglected. Because of the high gas phase diffusion rate, 
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End surface _iSf 

Figure 4. Idealized geometrical model 
of LFR segment of Figure 3 for calcu

lating η 
Sealed bottom and side faces 

the gas phase concentration is constant for the small pore structure section 
shown. Thus, the liquid phase concentration at the gas/liquid interface is also 
constant. Inside the L F R the concentration of reactants decreases to a mini
mum at positions farthest away from neighboring residual pores. The main 
direction for diffusion of reactants in the L F R is from the residual pore walls 
towards the imaginary dividing lines between neighboring pores (broken lines 
in Figure 3). Therefore it is possible to divide the L F R into imaginary seg
ments for which the mass transport is essentially one dimensional—i.e., with 
no transport across the side and bottom faces (Figures 3 and 4). For each 
segment the continuity equation for diffusion and reaction can be solved for 
the simple boundary conditions of the idealized segment geometry shown in 
Figure 4. Each segment is characterized by its volume AVt, its surface to 
residual pores AS f , and the corresponding equivalent segment thickness δ = 

For a real SLP system, 8 varies within a certain range. This variation is 
accounted for by a distribution density function Ω ( δ ) . Ω is defined so that 
ild(S) is the total surface area exposed to residual pores per unit weight sup
port by segments with thickness between δ and δ + d(B). Further properties 
of Ω are given in Equations 24-26. 

The contribution to the local reaction rate per unit volume of support of 
such segments is equal to 

where v' is the reaction rate in the absence of liquid phase diffusion restriction 
in a unit volume of pure liquid, η is the effectiveness factor for a segment with 
thickness δ and exposed to the gas phase at the unsealed surface. The observed 
local reaction rate in the L F R per unit volume of support is obtained by inte
grating Equation 11: 

With few exceptions all currently used rate equations for S 0 2 oxidation on a 
vanadium catalyst are of the form of Equation 13. We will use this form for 
the pure liquid phase kinetics with the rate constant k of Equation 15 from rate 
measurements unaffected by diffusion. 

AVt/ASt. 

dv = Çpdtv'tfQ <2(δ) (11) 

(12) 

with 
V'B = κ (P B - ζ) 

Γ Pn 12 

(13) 
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and 
κ - κ (P A , PC, Τ) (12). 

PB> and Pc a r e partial pressures of S0 2 , 0 2 , and S 0 3 ; K P is the gas phase 
equilibrium constant for the reaction S 0 2 + |0 2 S 0 3 ; t/B is the oxygen rate 
of consumption in the absence of transport resistance. 

Here the rate equation of Boreskov (15) will be used: 

K = kPA+O.SPc
 ( 1 5 ) 

For S 0 2 oxidation in deep catalyst melts it has been suggested that the reaction 
rate is controlled by liquid phase diffusion of oxygen because of extremely low 
oxygen solubility in the salt melt (7,8). In that case the liquid concentration 
of S 0 2 and S O s can be considered constant for constant gas phase concentra
tion. Hence the local liquid phase reaction rate as a function of the liquid 
phase oxygen concentration C B is 

!>'B - κ (hB CB - ζ) (16) 

where hB is a Henry's law constant for dissolved oxygen in the catalyst melt. 
The one-dimensional continuity equation for diffusion and chemical reac

tion in the segment in Figure 4 is thus: 

D B L ^ - 9tK (hBCB - ζ) (17) 

with boundary conditions: 

C B = P B A B for I = 0 

and (18) 

dCs/dl = 0 for I = δ 

6f = volume liquid/volume LFR = LFR porosity. 

Solution of Equations 17 and 18 yield, in terms of the liquid phase effec
tiveness factor η: 

tanh->0 / 1 Qx ν = — — — u y ; 

Φο 
The Thiele modulus Φ0 is 

Φ Ο . Δ . Δ JZ: (20) 

with 

T>BL ( 2 1 ) 

hB T f 

in which Equation 10 has been substituted for the effective oxygen diffusivity 
in the LFR. 

The only data available to estimate the pure liquid kinetics and transport 
parameters of Equations 19, 20, and 21 seem to be the measurements by 
Boreskov and co-workers (7, 8). They used a potassium promoted catalyst 
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with potassium/vanadium mole ratio of 3.5. From their data at 485°C one 
can extract the following: 

k = 4.3 Χ ΙΟ"4 mole/atm/sec/cm3 (22) 

for the rate constant of Equation 15 and 

- r ^ = 2 Χ 10"13 mole/atm/sec/cm (23) 
flB 

An independent estimation of ! ) B L and hB is not possible from Refs. 7 and 8, 
but the ratio between these quantities is sufficient in Equation 21. 

The main parameters of the distribution function Ω for the L F R thickness 
δ can be derived in terms of previously calculated properties of the support 
structure. From the definition of Ω the zero'th moment of Ω is equal to the 
total surface of residual pores: 

i; Ω d(Z) = St (of Equation 8) (24) 

The first moment is equal to the L F R volume: 

' δ Ω d(b) = Vt (of Equation 6) (25) 

Hence from Equation 9 the median of Ω is 8t. If Ω is assumed to be a Dirac 
delta function, all segments are of thickness δ £ . That is identical to using the 
particle shape factor of Aris (16) to compensate for the geometrical irregu
larity of the L F R in computing η. The model can be refined further by using 
finite Ω functions. In this work a log normal distribution (Ref. 17, Chap. 2) was 
arbitrarily assumed—i.e. 

V2i 
St 

exp 
Ms)+f)' 

2β2 
(26) 

β2 is the variance of 1η(δ) , and at present it must be arbitrarily assumed. 
However, within reasonable limits, its value is not of decisive importance (see 
Figure 10). 

Finally one important consequence of a pseudo-homogeneous model ap
proximation for the L F R must be noted. The pore size of the liquid-filled pores 
in the L F R cannot generally be assumed to be small compared with δ. This 
gives rise to an uncertainty by assigning a value to r f in Equations 10 and 21. 
We used a value of 2 which is between the theoretical value of 3 for random 
diffusion in small pores and 1 for diffusion directly into larger pools of liquid. 
Tt can therefore be expected to change with pore structure and liquid loading. 
However, the variation of δ which follows from changes in pore structure and 
liquid loading is much larger than the limited variation of rt (Figure 11). 
Furthermore, changes in r f only affect the activity through the square-root 
dependence of Equations 19, 20, and 21. 

Macroscopic Continuity Equations 

The liquid phase diffusion resistance was assumed to be significant for at 
least one of the reactants even on the microscopic scale shown in Figure 3. 
For such species it is reasonable to assume that diffusion through the residual 
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250 CHEMICAL REACTION ENGINEERING II 

pore system will be similar to diffusion in ordinary porous solids without em
bedded liquid. Hence one can use ordinary pore diffusion models. This assump
tion is supported by experimental evidence for the industrial S 0 2 oxidation 
catalysts (11, 12). 

For any single reaction scheme 

8 

4=1 

the continuity equation for component A t in a porous catalyst yields (14) : 

Z)iC TV 2Fi - - vit; (28) 

where D{ is the effective diffusion coefficient for component A|. Y t is the mole 
fraction of Ai in the residual pores, and — v{v is the production rate of Ai per 
unit pellet volume. 

Substituting Equation 12 into the right hand side of Equation 28, the 
corresponding continuity equation for an SLP catalyst is obtained: 

D\CTV2FI = - v i P p 0 f * > ' ^ ° ° W ) ; t - 1,.. . , s (29) 

with boundary conditions: 

Yi = Fio at the external pellet surface. 

Note that v' is the liquid phase reaction rate without diffusion restriction for 
the gas phase concentration Y 1 # 

The assumption of a small liquid phase diffusivity for at least one com
ponent used in deriving Equation 12 leads to a decoupling of the microscopic 
liquid phase diffusion and the macroscopic pore diffusion and results in the 
simple form of Equation 29 for the macroscopic continuity equation. The 
decoupling is not necessarily violated even in the unlikely situation where liquid 
phase diffusion for some components contributes significantly to the macroscopic 
diffusion rate. However, for such components the effective diffusivity cannot be 
estimated from ordinary pore diffusion models. 

To characterize the mass transport efficiency of SLP catalysts three differ
ent effectiveness factors are defined besides the effectiveness factor η ( δ ) for 
diffusion in an L F R segment used in Equation 29. 

(Normal) Pore Diffusion Effectiveness Factor η&. η& is defined in the 
usual way for porous catalysts as the ratio of the observed reaction rate to the 
rate which would have been observed in the absence of pore diffusion 
resistance: 

i f f bM f œ ^ ( δ ) ] dV. 
^ __ J J J p e l l e t v o l u m e J 0 (30) 

where V s is the support pellet volume and subscript ο refers to conditions at 
the external support pellet surface. 

Local Average Liquid Effectiveness Factor ην ηι is the ratio of the actual 
local reaction rate to the rate that would have been observed with negligible 
liquid phase diffusion restriction. The volumetric average of η at a given 
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19. LivBjERG ET AL. S02 Oxidation 251 

position in the pellet is obtained using Equation 25: 

7,δΩ<ί(δ) (31) ι r° 
m = VJo 

Overall Effectiveness Factor η0. η0 is the ratio of the observed reaction 
rate to the rate that would have been observed if the whole pellet volume were 
replaced by a pure liquid phase with negligible diffusion resistance. η0 is most 
conveniently computed by 

Vo = ηβ Vio 0f (1 — Orra) (32) 

where ?7i0 is ηχ at the external pellet surface. η0 is a convenient measure of the 
effect of changes in pore structure, liquid loading, pellet size, etc. for a liquid 
catalyst with constant activity. 

Results for S02 Oxidation 

If the liquid phase reaction rate for S 0 2 oxidation derived in Equations 
13-21 is substituted into Equation 29 with S 0 2 as the key component, one 
obtains (after manipulation) : 

D A C T V ' F A = 2 Ρ ρ 0 ί Δ Β 1 / 2 κ " 2 Ρ τ ( Κ Β - UP τ) f" tanh £δ ^ J L j Qd$) (33) 

Concentrations of 0 2 ( Y B ) and S 0 3 ( Y c ) are obtainable (14) as linear functions 
of the S 0 2 concentration Y A . κ, ζ, and Y B of Equation 33 can thereby be trans
formed into functions of the single variable Y A . 

For a spherical support pellet with radius R 0 a dimensionless form of 
Equation 33 is finally obtained: 

hlx (*2 Si) ~ Ψ ν ΐ ί ^ t a n h (νφζ)ωάζ = 0 (34) 

with 
y — \ for χ — 1 and y' = 0 for χ = 0 

The dimensionless variables x, y, and z, the dimensionless parameters Ψ and Φ, 
and the dimensionless functions v(y), u(y), and ω(ζ) are defined in Table I. 

For the effectiveness factors η& and η{ Equations 30 and 31 yield 

3 / [xhw I tanh (νΦζ) ωάζ] dx 

ν — fi (35) 
v0u0J tanh (ν0Φζ) ωάζ 

and 

1 f< tanh (νΦζ) ωάζ (36) 

The effective diffusion coefficients for S0 2 , 0 2 , and SO s , D A , D B , and D c were 
calculated by the pore diffusion model of Johnson and Stewart (18). For 
diluted diffusing species or equimolar diffusion one obtains: 

tTJ 0 
4r (37) 
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252 CHEMICAL REACTION ENGINEERING II 

D i G is the bulk gas phase diffusion coefficient of i, T>iK the Knudsen diffusion 
coefficient for pore size r. τ Γ is the tortuosity factor for which a value of 3 has 
been assumed (12, 18). The data used for this system are described in more 
detail in Ref. 12. 

The physical parameters required to solve Equation 34 are divided into 
four groups: 

(1) Support properties include pellet radius R 0, apparent density pp, and 
pore volume distribution v(r) for unimpregnated support. For a narrow pore 
size distribution, porosity and mean pore size may be sufficient to define v(r). 
Commercial S 0 2 catalysts are often well described by a log-normal distribution 
which is completely defined by mean pore radius rm , support porosity 0p, and 
variance βτ for In r (cf. Figure 2, curve A ) . 

(2) Liquid distribution properties 8f, 9f, S f, and vTeB(r) are obtained from 
Equations 1-9 using the support properties and liquid loading W L / P L - In our 
calculations the distribution model (Equations 1 and 2) has been used with no 
liquid layer at the pore walls. The log-normal Ω distribution Equation 26 
(given in a dimensionless form ω in Equation 34) contains one arbitrary parame
ter β—the variance of the distribution—but numerical calculations with 0 < 
β < 1 show that this parameter has only a small influence on the results even 
for broad liquid distributions (β = 1). 

Table I. Dimensionless Variables, Parameters, and 
Functions of Equations 34-36 

Variables 
χ = R/RQ; y 

Parameters 

Functions 

«ι 4- <*2y «3(v(2/))2 

with 

1 DA 

a 2 , <*2 = Ô p T , « s = 

1 
KP

2PTYAO 
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(3) Liquid catalyst properties include liquid phase rate constant k and 
diffusivity D B L / ^ B which must be determined from independent measurements. 
We have used Boreskov's data for Equations 22-23. The dimensionless rate 
functions u and υ of Equation 34 and Table I are derived from liquid phase 
kinetics (in our case from Equations 13-15). 

(4) Effective gas phase diffusivities D A , D B , D c are taken from Equa
tion 37. 

£ 8 4 °C 

6χ6 mm pellets 

.measured rate 

computed rate 

~05 1 
Degree of conversion 

Figure 5. Simulation of experimental 
data from Ref. 12. Reactor inlet: 11% 
Ot, 7% SO>. Support pore structure: rm 

= 2500 Α, βτ = 0.4, β = 0.3, liquid 
loading — 50% of pore volume. 

Equation 34 can now be solved numerically. We used orthogonal colloca
tion (19, 20): The integral in Equation 34 contains the dependent variable y 
in the non-linear function v, and at each of Ν collocation point x{ the integral 
is expressed by quadrature as a weighted sum of v(y$). Finally u is taken as 
u(y{) in each collocation equation, and the total set of Ν non-linear algebraic 
equations is solved by Newton-Raphsons method. 

As a primary test of the model, experimental rate data from Ref. 12 were 
simulated. The measurements were obtained with a Haldor Tops0e VK38A 
catalyst as 6.6-mm cylindrical pellets, and the temperature was the same as 
in the pure liquid measurements of Boreskov et al. The support pore distribu
tion was not available but was estimated from a knowledge of catalyst compo
sition and residual pore data obtained at room temperature of Ref. 12. 

The results in Figure 5 show reasonably good agreement between pre
dicted and measured reaction rate. The agreement is better than expected in 
view of the difference in the catalyst compositions used in Refs. 8 and 12 and 
the experimental uncertainty involved in determining pure catalyst data for 
the extremely thin catalyst films used in Ref. 8. 

Figure 6 shows some predictions of the effect of changing support pore 
size and liquid loading. All computations are for reaction conditions identical 
to those of Ref. 8—i.e., 485°C and a conversion 20% below equilibrium for 
a reactor inlet of 11% oxygen and 7.5% sulfur dioxide. Hence the overall 
effectiveness factor η0 in Equation 32 used as the ordinate in Figure 6 is a 
direct measure of the catalytic activity for an SLP catalyst at these conditions. 

The existence of an optimal liquid loading for given pore structure on 
Figure 6 is similar to the effect studied by Rony (2) and is explained by the 
gradual disappearance of the residual pore system at high liquid loading. 

The existence of an optimal pore size in Figure 6 is an important conse
quence of the liquid distribution model. Poor liquid dispersion (large δ) and 
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0 50 100 
Liquid loading °A>pore volume 

Figure 6. Catalyst activity for different 
support pore sizes and liquid loadings 

Figure 7. Pore diffusion controlled reaction for 
small support pores of Figure 6 

Figure 8. Reaction controlled by both liquid 
phase- and gas phase diffusion for intermediate 

support pores of Figure 6 

50 100 
Liquid loading % 

Figure 9. Liquid phase diffusion controlled 
reaction for large support pores of Figure 6 
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low catalyst activity result from a large mean pore size. Below a given pore 
size, however, any further reduction of pore size to increase the local liquid 
effectiveness factor is overcompensated by increasing Knudsen pore diffusion 
restriction. Hence activity should be lower for very large and very small pore 
sizes. In Figures 7-9 with three mean pore sizes from Figure 6 the shift from 
pore diffusion controlled reaction to liquid phase diffusion controlled reaction 
is illustrated by the variation of the pore diffusion effectiveness factor η& and 
the local liquid effectiveness factor at the pellet surface r;i0. 

For the "optimal" liquid loading and pore size (Figure 8) the diffusion 
resistance is almost evenly divided between liquid phase diffusion and pore 
diffusion. Hence the necessity of including both factors in the SLP model is 
accentuated. Also the "optimal" pore size of 2500 A and liquid loading of 

fac
tor

 

-Sg&f η 
(Λ 
ω Φ 
§0.5-

"ο φ p r = <u 
LU rm = 2500 Â 

R0= 3 mm 
0 1 Ρ 

0.5 
Figure 10. Local liquid effectiveness factor as 

a function of β 

^ 5 0 % for a support porosity of 66% closely resembles a typical industrial 
catalyst with 7-9 wt % vanadium, a potassium/vanadium mole ratio of 2.5-4, 
and a mean pore size of 1000-4000 A. 

Figure 10 shows the effect of using different values of β in the density 
function Ω Equation 26 for a liquid loading of 0.3 and an average support pore 
size of 2500 A. Increasing β decreases the local liquid effectiveness factor η{ 

since the broader distribution of δ contains more liquid volume in ineffective 
large δ segments even though 8 f is the same. The difference between surface 

(̂ io) a n d center ηι is the result of the non-linear form of the rate expression 
(Equation 15). 

Figure 11 shows the variation of St for some of the liquid distributions used 
in the computation of Figure 6. The figure clearly illustrates the pronounced 
effect of pore structure and liquid loading on the liquid diffusion path lengths. 

Figure 11. Variation of liquid diffusion path length 
with mean pore size and liquid loading for the sup

port pore size distributions used in Figure 6 
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256 CHEMICAL REACTION ENGINEERING II 

Conclusion 

Liquid and gas phase diffusivity are important factors in manufacturing 
high activity SLP catalysts, and they are both determined by the support mate
rial properties. Thus, the search for optimal support pore structure must be 
done in parallel with basic research on the active catalyst components to obtain 
the best catalyst formulation. The model presented here is qualitatively correct, 
and it allows one to predict liquid distribution and catalyst pellet performance 
using fundamental, measurable properties such as the support pore structure, 
liquid diffusivities, and the true kinetics of the homogeneous liquid phase 
reaction. 

Interesting results are obtained even at this stage. The catalyst pellet 
activity has a pronounced maximum for a certain liquid loading and for a 
certain mean pore size. The overall maximum for S 0 2 oxidation is found for 
a mean pore size 3000 A) and catalyst load (^30% of pellet volume) 
which corresponds to values for commercial catalyst pellets. 

Although this correspondence reinforces the credibility of the model, 
much experimental research remains before SLP catalyst formulation is as 
sophisticated as is the case for typical solid-gas catalysts. 

Liquid diffusivity combined with chemical reaction for very thin catalyst 
films is the principal object for investigation. This is being done at our institute 
using measurements of the heat of reaction for 100-50,000 A films in a micro-
calorimeter to obtain the detailed kinetics of the S 0 2 oxidation. 

Nomenclature 

Ai reaction component 
C B liquid phase concentration of oxygen, moles/cm3 

C T total concentration in residual pores, moles/cm3 

Dj, D A , D B , D c effective pore diffusion coefficients, cm2/sec 
AL> £*BL effective diffusion coefficients in the liquid filled region, 

cm2/sec 
^ i L » ^ B L P u r e liquid phase diffusivity, cm2/sec 
D i G gas phase bulk diffusivity, cm2/sec 
Ί)ικ Knudsen pore diffusivity, cm2/sec 
hB Henry's law constant for oxygen, atm cm3/mole 
k rate constant, see Equation 22 
Kp gas phase equilibrium constant, atm" 1 / 2 

I distance from surface of L F R segment, cm 
B̂> partial pressures, atm 

P T total pressure, atm 
r pore radius, cm 
rt largest support pores filled with liquid, cm 
f m mean pore size for support, cm 
R, R0 radial coordinate in a sphere, cm 
s number of reaction components 
St surface area of L F R per gram support, cm2/gram 
Τ temperature, °K 
t liquid layer thickness, cm 
u dimensionless function of Table I 
v(r) density function of support pore distribution, 

cm 2 / ( grams support ) 
vrea(r) density function of residual pore distribution, 

cm2/(grams support) 
ν dimensionless function of Table I 
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ν reaction rate per unit support volume, moles/cm3/sec 
v\ v'B reaction rate per unit liquid volume, moles/sec/cm3 

Vf volume of L F R per gram support, cm3/gram 
Vpf pore volume of L F R per gram support, cm3/gram 
V s support pellet volume, cm 3 

wL weight of liquid per gram support 
χ dimensionless variable of Table I 
y dimensionless variable of Table I 
Y A , Y B , Y c mole fraction for S0 2 , 0 2 , and S O a 

^AO> B̂O> ̂ co mole fraction at external pellet surface 
ζ dimensionless variable of Table I 

Greek Letters 
β parameter of distribution function Ω (Equation 26) 
βτ square root of variance of In r for support pore distribution 
δ L F R segment thickness, cm 
8t average segment thickness, cm 
Δ Β diffusion parameter defined by Equation 21, 

mole/atm /sec/cm 
ζ reaction rate function defined in Equation 14, atm 
η effectiveness factor for L F R segment 
V&> V\> Vo effectiveness factors defined in Equations 30, 31, 32 
é r e s residual porosity 
0p support porosity 
6t porosity of L F R 
κ rate function defined in Equation 15, moles/atm/sec/cm3 

V i stoichiometric coefficient 
p L density of liquid phase, grams/cm3 

p s density of solid phase, grams/cm3 

p p apparent density of support, grams/cm3 

T F tortuosity factor for the L F R 
τ Γ tortuosity factor for pore diffusion 
Φ 0 Thiele modulus defined in Equation 20 
Φ Thiele modulus defined in Table I 
Ψ dimensionless parameter defined in Table I 
Ω density function for distribution of L F R segment surfaces 

defined in Equation 26, cm/gram 
ω dimensionless Ω function defined in Table I 
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Mass Transfer Characteristics of Stacked 
Metal Screens 

MAROOF A. SHAH1 and DONALD ROBERTS 

Department of Chemical Engineering, University of Birmingham, 
Birmingham B15 2TT, England 

The continuous heterogeneous decomposition of hydrogen per
oxide vapor on a variety of stacked platinum or silver wire 
screens was studied at 190°-340°C using nitrogen as a diluent 
gas. The 40-fold range of Reynolds numbers used encompassed 
those of interest in commercial high pressure NH3 oxidation. 
The existence of mass transfer control enabled mass transfer 
coefficients to be determined. The wire diameter and fractional 
opening or porosity of a typical screen were the most significant 
screen properties affecting mass transfer behavior; the data were 
correlated accordingly and agreed well with most of that ob
tained for mass transfer to screens by other workers. The data 
also agreed with the accepted heat transfer correlation for a 
single cylinder. Satisfactory agreement with published work on 
the rate of NH3 oxidation was demonstrated. 

The heat or mass transfer from fluids to woven metal screens has been 
studied over a wide range of flow velocities and screen characteristics. 

Direct measurements of mass transfer rates with gases, suitable for use in 
estimating the platinum catalyst screen requirement of an ammonia oxidation 
reactor, have until recently been inadequate. A study by Satterfield and Cortez 
(I), at low Reynolds numbers, and the present study, at higher Reynolds 
numbers, satisfied this need. 

Unlike flow through simple geometries, flow through stacked screens does 
not lend itself to thorough mathematical analysis—a difficulty which is reflected 
in the varying correlation methods used by different workers resulting from 
differing conceptual models of the system: a porous bed or an array of cylinders. 
This inevitably has led to differing definitions of dimensionless parameters used 
in the correlations, especially Reynolds numbers. Anomolies in correlating 
transfer characteristics of geometrically dissimilar screens have been reported, 
but more seriously, differences in the magnitudes of transfer coefficients and 
their variation with flow velocity for similar screen geometries also exist in 
earlier work. These problems have been discussed extensively by Satterfield 
and Cortez (J). 

'Present address: Gases Engineering, British Oxygen Co. Ltd., Deer Park Road, 
London S.W.19, England. 
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The reported anomolies and differences arise from an unsuitable choice 
of dimensionless parameters or from difficulties inherent in the techniques used 
by previous investigators. Gay and Maughan (2) pointed out that discrepan
cies between their mass transfer measurements and the heat transfer data of 
Coppage and London (3) might arise from the neglected effect of longitudinal 
heat conduction in the latter work. Satterfield and Cortez (2) confirmed that 
the heat transfer data were especially susceptible to the effect of longitudinal 
heat conduction at low flow velocities. Doubts exist about the effects of back-
diffusion and axial dispersion in earlier work, particularly at low flow rates. 
Satterfield and Cortez attempted to reconcile differences in the earlier data. 
The aims of our work were two-fold: 

(1) To report mass transfer coefficients for stacked screens at Reynolds 
numbers similar to those used in the ammonia burners of high pressure nitric 
acid plants. 

(2) To select a flow model and correlation method which would reconcile 
the transfer coefficients of geometrically different screens and the results of 
earlier work. 

Selection of System 

Satterfield and Cortez (I) studied the heterogeneous oxidation of hexene 
and toluene in the mass transfer limited regime in their measurement of mass 
transfer to screens. Independently, we derived measurements from observations 
of a mass transfer limited heterogeneous reaction using the heterogeneous 
decomposition of hydrogen peroxide. This decomposition had been shown (4) 
to be strongly diffusionally limited when carried out on nonporous catalyst 
surfaces. 

H 2 0 2 -> H 2 0 + \ 0 2 

Table I. Measured Screen Characteristics for This Work 

Gauze 80-mesh 60-mesh 48-mesh 48-mesh 24-mesh 2 4-mesh 
Characteristic Pt Ag Ag Pt Pt Ag 

Mesh size, 
(inch"1) 80 60 48 48 24 24 

Wire diameter 
(inch) .00307 .0065 .00707 .0059 .00945 .01415 

Fractional 
opening, γ 0.559 0.34 0.453 0.522 0.613 0.437 

Porosity, ε .86 .725 .767 .825 .825 .785 

Advantages of this system for our purpose were: 
(1) The reaction is highly irreversible. 
(2) There are no side reactions, the only product being oxygen and 

water vapor. 
(3) The homogeneous decomposition is slow, but the heterogeneous re

action is readily catalyzed by many metals. 
Since instrumental techniques of analysis were not available, the ease of 

analyzing such a simple system was attractive. The exothermic nature of the 
reaction was a disadvantage as was the difficulty of finding construction mate
rials which did not catalyze the reaction. 

Operating pressure was atmospheric; nitrogen was the diluent, carrying 
0.3-2.0% M H 2 Ô 2 , ensuring a temperature rise through the reactor which was 
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commonly around 10°-25°C and did not exceed 45°C. The measured tem
perature rise provided a useful check on measured conversion. The operating 
temperature, mostly ca. 250°C, ranged between 190° and 340°C, which was 
high enough to ensure mass transfer control but low enough to avoid excessive 
loss of reactant by decomposition ahead of the catalyst screens. Both platinum 
and silver catalyst screens were studied, in sizes ranging from 24 to 80 meshes 
per linear inch. The characteristics of screens used in the present work are 
given in Table I. 

Demonstration of Mass Transfer Control 

Under mass transfer controlled conditions, the rate of reaction may be 
equated to the rate of mass transfer to the catalyst surface, the driving force 
being taken as the difference between concentration or partial pressure of the 
reacting species in the bulk and an assumed concentration, effectively zero at 
the catalyst surface. Thus, for uniform velocity distribution across the screens, 
ignoring axial dispersion and back-diffusion: 

For low concentrations of the reactant, F m is effectively constant; at constant 
temperature and pressure this equation may be integrated to: 

Equation 1 applies equally to a situation where a first-order surface reac
tion is controlling or to any intermediate state between this and mass transfer 
limitation if k0 is regarded as the overall first-order rate constant. Thus, the 
applicability of Equation 1 does not constitute proof of mass transfer control. 

Demonstration of mass transfer control for this system is treated in detail 
by Shah (5) and will be the subject of a separate publication. In summary, 
the evidence falls into two categories: 
(1) Evidence for a limiting first-order mechanism: 

(a) Conversion X was independent of inlet partial pressure of H 2 0 2 

(b) Overall reaction rate was directly proportional to the log mean of 
inlet and outlet partial pressures of H 2 0 2 

(c) Plots of log e(1/(1 ~ ^0) against A T were straight lines through the 
origin 
These observations are consistent with the applicability of Equation 1. 
(2) Evidence that mass transfer is the limiting first-order mechanism: 

(a) Overall reaction rate and rate constant showed no significant variation 
with temperature 

(b) Overall reaction rate and rate constant were markedly flow de
pendent, i.e., at constant contact time represented by A T / F m , conversion in
creased with increasing gas velocity 

(c) There was no detectable difference between results obtained with 
platinum or silver catalyst beyond that which could be attributed to the slight 
variation in geometric screen characteristics 

Equipment and Experimental Procedure 

The flow system for measuring the continuous heterogeneous decomposi
tion of hydrogen peroxide consisted essentially of a hydrogen peroxide vapor 
generator, preheating furnace, reactor, condenser, and scrubber. The high 

(1) 
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purity nitrogen carrier gas was passed through silica gel and soda lime before 
being metered through a Rotameter. The temperature and pressure of the 
dried gas stream were determined. The nitrogen stream passed on to the vapor 
generator, where it was bubbled through an 86 wt % aqueous solution of 
hydrogen peroxide maintained at a constant temperature. The issuing gas was 
80-90% saturated, depending on gas velocity; the partial pressure of hydrogen 
peroxide vapor was controlled within the range 0.003-0.02 atm by adjusting 
the operating temperature of the vapor generator within the range 40° -70°C. 
Any entrained liquid was removed before the gas stream entered the preheating 
furnace. 

The gas stream passed through a 1-m long, 1.1-cm diameter tube inside 
a cylindrical preheating furnace which was heated by individually controlled 
sectional heaters. 

The reactor, constructed entirely of quartz, was an outer tube 50 cm long 
and 1.4 cm inside diameter with an elbow at the bottom. A precision bore 
quartz tube 37.6 cm long with 1.1 cm inside, and 1.4 cm outside, diameters 
was matched to the outer tube to form a sliding fit inside it, which was effec
tively gas tight at the pressures used. This tube occupied the lower part of the 
reactor, serving as a calming section. Its upper end was finely ground to serve 
as a seat for the stacked screens. Another 7.7-cm length of the same tubing 
slid firmly in from above to hold the stacked screens securely in place. Thin-
walled quartz thermocouple wells extended axially into the inner reactor tube 
from either end; thermocouples in these wells measured gas inlet and outlet 
temperatures. Four additional thermocouples were placed along the length of 
the reactor tube to aid in reactor temperature control. The main body of the 
reactor was wound with four individually-controlled electrical heaters and was 
heavily insulated. 

Samples were taken through heated tubes at the preheater inlet and at 
the reactor inlet and outlet. The hydrogen peroxide in the sample was ab
sorbed in acidified water, extreme care being taken to ensure that all hydrogen 
peroxide was recovered. The hydrogen peroxide recovered from a measured 
gas sample was determined by titration with eerie sulfate. Total water content 
was also determined by dissociating the hydrogen peroxide in another sample 
over silver chippings at 180°C, the total water vapor in the resulting sample 
being determined by adsorption on silica gel. This enabled a mass balance 
to be completed. During operation, repeated samples were taken after stable 
operation had been achieved and maintained for more than an hour. 

Before use, catalyst screens were washed in acetone and rinsed in dis
tilled water. Then, the silver screens were pickled in 1% nitric acid solution 
for a few minutes, the platinum screens were pickled in concentrated hydro
chloric acid for a few hours. After pickling, the screens were washed in dis
tilled water and vacuum dried. A series of four to six runs always ended with 
a repeat of the first run of the series to determine if catalytic activity of the 
screens had changed. Only rarely was any significant change observed, in 
which case the whole series was discarded, and the catalyst was retreated. 

A little hydrogen peroxide decomposed between the reactor inlet and 
outlet sampling points even in the absence of catalyst screens. An allowance 
was made for this by carrying out regular blank runs with no catalyst over the 
full range of operating conditions and referring all experimental runs to these 
blanks. The extent of this adjustment to measured reaction rates was normally 
5-7% and never exceeded 15%, even at the highest temperature and lowest 
gas velocity. 

Evaluation of Mass Transfer Coefficients 
Assuming plug flow, the concentration distribution through the screen 

stacking is given by integration of the equation: 
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Figure 1. Mass transfer coefficients for different screens 

allowing for axial diffusion and axial dispersion. Practical demonstration earlier 
of the applicability of Equation 1 argues that axial diffusion and dispersion are 
unimportant in our work and that mass transfer coefficients can be defined in 
terms of a log mean driving force. The correlation lines obtained by least-
squares fit for mass transfer coefficients obtained with each type of screen 
used are shown in Figure 1. The transport coefficients clearly depend on 
screen characteristics. 

A problem arose in the estimation of the effective area for transfer. The 
structure of our equipment, in which the screens filled the full cross-section of 
the reactor tube, guaranteed the absence of by-passing of reactant, as reported 
in Réf. I. Nevertheless, the gas flow occupied a smaller area. We were re
luctant to use gasket materials in our reactor because of the high reactivity of 
hydrogen peroxide and the desire to avoid separating the screens at all. We 
hoped to simulate the type of stacking arrangement obtained in ammonia 
burners. However, this meant that the unexposed peripheral area of the 
screens was in theory partly accessible to the gas; in practice, however, if the 
stacking is sufficiently thin, this effect is negligible. Shah (5) made extensive 
calculations on potential flow analogs of geometrically similar systems and 
estimated the total transfer area available in such a potential flow situation. 
For the flow conditions prevailing in our work, we would expect the flow of 
gas into the peripheral area to be much less than that estimate. As a con
servative measure, we used as effective area, the mean of the directly exposed 
area and the estimate of available area from the potential flow calculations. 
The resultant range of uncertainty in was estimated to be less than ±2.5% 
for the various 80-mesh stackings, ± 4 . 5 % for most of the others, but ranging 
as high as ± 9 % for the 3-layer 24-mesh stacking. Any error in A T , because 
of a compensating error in mean gas velocity, causes a much smaller error 
in ; D . The values of kg based on log mean driving force were converted into 
; D factors using gas properties evaluated at the mean film temperature. Over 
our experimental range N g c varied from 0.96 to 1.01. 
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Axial Diffusion. Axial concentration gradients established in gas phase 
mass transfer experiments with screens are certainly steep, and diffusion in the 
direction of flow, particularly at low Reynolds number, may be significant, 
thus invalidating mass transfer coefficients derived from a log mean driving 
force. However, D/u in our work never exceeded 0.0042 cm, which is much 
smaller than the depth of screen stackings used; thus, very little modification 
by axial diffusion of the assumed concentration profile would be expected. 
This effect may have been more significant in the lower Reynolds number 
work of Satterfield and Cortez (I) and Gay and Maughan (2), but would 
have been absent from the liquid-phase work of Vogtlander and Bakker (6). 

Axial Dispersion. Axial dispersion results in a similar modification of the 
concentration profile. Dispersion coefficients for screens do not appear to be 
available, and previous studies of mass transfer have not attempted to account 
for it. 

We attempted to analyze our results on the basis of a perfect-mixer model, 
and somewhat more realistically, by regarding stacked screens as a sequence 
of perfect-mixing stages. Both attempts failed, but conversely, our measured 
mass transfer rates correlated well with log mean concentration. Axial dis
persion does not seem to exert a significant influence under our operation 
conditions. 

Correlation of Mass Transfer Coefficients 

Dimensional considerations suggest that a correlation of the form: 

be sought, although the introduction of a Chilton-Colburn type /'-factor offers 
the alternative 

With the notable exception of Vogtlander and Bakker (6), most studies of 
transfer coefficients to screens have used the latter approach, omitting the 
"geometry" term by selecting a single dimension, used in definition of Reynolds 
number, as characteristic of the geometry of a screen stacking. The exponent η 
is commonly assumed to be 2/3 for fluid-solid systems, although in comparing 
transfer coefficients obtained with similar fluids, its precise value is irrelevant. 
In comparing gas-solid transfer coefficients with the liquid-solid coefficients of 
Vogtlander and Bakker, however, its value becomes important. 

Correlations in terms of Sherwood number avoid the inclusion of gas 
velocity on both sides of the correlating equation, but for the sake of con
formity, we too present our data in terms of /-factors. We are left with the 
selection of a suitable characteristic dimension for stacked screens. 

Regarding the screen stacking as a packed bed or porous solid, Coppage 
and London (3) correlated their heat transfer data for stacked screens with 
respect to a Reynolds number defined in terms of mean interstitial gas velocity 
and hydraulic diameter of a single screen. Gay and Maughan (2) correlated 
their data on mass transfer coefficients to a single screen in a similar manner. In 
both studies satisfactory correlations of the type shown in Equation 3 were 
obtainable for each screen type, but it was not possible to correlate satisfac
torily the data for different screens by a single equation; there remained a 
strong, unaccounted for, functional dependence on screen porosity. 

N&h = f(Niie, Ν8c, geometry) (2) 

JO = Nsh/NReNBc
n = f(NRe, geometry) (3) 
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Attempts to correlate our mass transfer coefficients in this way were 
similarly unsuccessful. Clearly, the hydraulic diameter does not adequately 
characterize the screen geometry. It seems that it is incorrect to model such 
an open structure as woven screens, stacked or single, as a packed bed or 
porous solid. For multiple screen matrices, screen separation has been reported 
to have no effect on transfer coefficients. Screens are certainly not isotropic as 
regards flow characteristics, presenting markedly differing resistance in radial 
and axial directions. The concept of hydraulic radius is applicable to internal 
flow configurations whereas the correct flow model for this system is essentially 
one of external fluid flow around a wire. 

Modelling the system as an array of stacked cylinders with transverse 
flow suggests wire diameter as the characteristic dimension, but it would be 
unreasonable to expect screens of low porosity or fractional opening to have 
the same transport properties as more open screens. The use of mean inter
stitial fluid velocity immediately suggests itself as a characteristic velocity. 
Multiple screen matrices have lower porosities than single screens and therefore 
higher interstitial velocities, suggesting that they should have higher transfer 
coefficients. The little available evidence suggests the opposite. Satterfield 
and Cortez ( 1 ) noted that their mass transfer coefficients for multiple screen 
matrices were slightly lower than those for single screens, but the difference 
was not significant. We could not detect any significant difference in our work 
between mass transfer coefficients for one, three, or five screens. Evidence 
that the heat transfer rate to the first row of a tube bank (7) is lower than that 
to the remaining tubes and the similar observations of London et al. (8) for 
crossed-rod matrices generally relate to much higher Reynolds numbers than 
those used in the present work; the effect is explained in terms of turbulence 
generated in the wake of the leading rod. This effect would be less important 
at lower Reynolds numbers. 

Satterfield and Cortez (1) correlated their mass transfer coefficients by 
an equation of the form: 

defining Reynolds number in terms of the mean velocity through a single 
screen, i.e.: 

Such a definition avoids the problem just discussed, and the difficulty of 
reproducing and measuring the porosity of stacked screens; however, when 
applied to multiple screen matrices, G/ε loses its significance as the mean 
interstitial mass velocity. However, ε remains a convenient measure of the 
degree of openness of a screen. 

A more direct alternative measure of the openness of a screen, is its frac
tional projected frontal free area, γ. G/y approximates the maximum velocity 
through a single screen, and is probably still representative of the maximum 
velocity through stacked screens. For the screens used in our work γ was 
determined from photographs of single screens, but may be estimated for a 
square weave from the expression: 

m (4) 

y = (1 - Ndy (5) 

Thus, ε and y are related approximately by: 
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1 - 6 = ( ι - Vi) V I + (I - V~d2 (6) 

Values of ε for screens of different manufacture but the same mesh size and 
wire diameter could be influenced by the degree of flattening of the wire in 
the weaving process, yet it is doubtful if such a change would markedly affect 
mass transfer characteristics; γ is less susceptible to such ambiguity. Vogt
lander and Bakker (6) correlated their single-screen liquid-solid mass transfer 
coefficients in terms of Reynolds number based on wire diameter and superficial 
velocity but noted that the correlation was improved by the use of maximum 
velocity through the screen. 

While acknowledging that there is no reason to expect a linear relation 
between log /'D and log N R e , we recommend the following alternative correla
tions of our data for mass transfer to stacks of one to five screens: 

JD.e = 0.751 ΛΓκβ,β-0 6 6 3 < Nue,* < 135 

mean deviation = db 14.3% 

JD.7 - 0-644 ΛΓΚ β, 7- 0· 5 7 5 < iVRe,<y < 245 

mean deviation = db 10.2% 

(7) 

(8) 

0 5 
5 S C R E E N S . 8 0 MESH Pt 
3 ·· 

3 SCREENS , 60 MESH Ag 
4 SCREENS . 48 MESH Ag 
3 
3 SCREENS . 48 MESH Pt 
3 SCREENS . 24 MESH Pt 
3 S C R E E N S . 24 MESH Ag 
A P E L B A U M & TEMK IN 

OXIDATION) 

<Re.V 

Figure 2. Correlation of the present work in terms of Nse,y 

Both correlations refer to Reynolds number based on wire diameter; the latter 
equation, using γ as an additional parameter, gives a significantly better 
correlation. Our data are plotted in Figures 2 and 3 in these alternative ways. 

Comparison with Previous Work 

Mass Transfer. In Figure 3 the values of / D € obtained here are compared 
with the data of Satterfield and Cortez (I), Vogtlander and Bakker (6), and 
Gay and Maughan (2). The data of Vogtlander and Bakker are as recorrelated 
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0-1 

•05 

SINGLE CYLINDER HEAT T R A N S F E R 
(McADAMS) 

Δ P R E S E N T WORK 

ο S A T T E R F I E L D AND CORTEZ 

+ V O G T L A N D E R AND BAKKER 

GAY AND M A U G H A N 

0-1 1-0 10 100 

Figure 3. Comparison of mass transfer data with previous results in terms of 
Nne,€ 

by Satterfield and Cortez, introducing the parameter ε; only their correlation 
line for Gay and Maughans work is plotted, not the data points. There is 
excellent agreement of our work with that of Vogtlander and Bakker on this 
basis and with the work of Satterfield and Cortez over the range of overlap. 
The correlation of: 

j D t e == 0.773 i V R e . E - 0 5 8 ! (9) 

proposed by Satterfield and Cortez for the data of Vogtlander and Bakker is 
very similar to Equation 7 for our work. 

The data of these three studies, presented in this way agree well with the 
heat transfer correlation of McAdams (7) for a single cylinder, even imitating 
the curvature of the latter correlation. This is to be expected if a single cylinder 
can be regarded as a screen of nearly 100% voidage. 

The fact that the data of Vogtlander and Bakker for mass transfer in 
liquids, where ranged from 1300 to 2000, can be successfully correlated 
with the data of the other two studies, where N S c was around 1.6 or 1, by a 
; D € correlation involving N S c

2 / 3 testifies strongly in favor of the validity of the 
2/3 exponent in this case. 

The only flaw in this comparison is the departure of the Satterfield and 
Cortez correlation of Gay and Maughan's work from the other data at their 
higher Reynolds numbers. Agreement at lower Reynolds numbers is satisfac
tory. The possibility that at high Reynolds numbers, Gay and Maughan's data 
are too low may be argued on the following grounds : 

(1) Their data agree with Vogtlander and Bakker at low Reynolds num
ber, confirming the comparability of the two studies, both using single screens. 
There is little cause to doubt the validity of the latter's data, especially since 
they were not forced by high transfer rates to base their coefficients on log 
mean driving forces as were other workers in this field. For similar reasons, 
their work is not susceptible to the effects of axial diffusion. Vogtlander and 
Bakker's results are confirmed by our work. 
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268 CHEMICAL REACTION ENGINEERING Π 

(2) Gay and Maughan's data are the only mass transfer data which do 
not follow the McAdams correlation curve for heat transfer to a single cylinder 
and therefore are alone in not confirming the model of external flow around 
the wires as the principal chracteristic of flow through screens. 

(3) Correlations for individual screens in Gay and Maughan's work 
exhibit an unusually low dependence of mass transfer coefficient on gas velocity, 
as low as G 0 1 5 in one instance. 

The only suggestion we can offer is that perhaps at high Reynolds num
bers, the mercury vaporization technique used by Gay and Maughan might 
have suffered from localized depletion of the mercury coating on the wires. 

Ammonia Oxidation. Ammonia oxidation is regarded as a mass transfer-
controlled process. Since determination of mass transfer coefficients suitable 
for use in ammonia burner design was one of the objectives of the present 
study, it is relevant to demonstrate the validity of our measured transfer 
coefficients for this purpose. 

The ammonia oxidation data of Dixon and Longfield (9) was compared 
by Satterfield and Cortez (I) with their measured values of / D € . The degree 
of conversion of ammonia varied from 95 to 99.9% so that /-factors derived 
using a log mean driving force are subject to considerable error. Although the 
Reynolds number range was well below the range of Satterfield and Cortez* 
work, the ammonia oxidation data was consistent with their correlation of /D e . 
Since our Reynolds number range is higher than that of Satterfield and Cortez, 
it is pointless comparing this ammonia oxidation data with our measured 
/-factors, in view of the apparent curvature of the log /D € vs. log N R e € 

correlation. 
Apelbaum and Temkin (10) studied ammonia oxidation at four Reynolds 

numbers within our range of interest, analyzing the exit gases leaving the 
catalyst pad and interpreting their results in terms of mass transfer. The term, 
/D,y> based on mass transfer coefficients derived assuming a log mean driving 
force with ammonia diffusion limiting, is compared in Figure 2 with our mass 
transfer data. The agreement is satisfactory. 

Heat Transfer. The satisfactory agreement between our results when 
based on mean interstitial velocity and McAdams* single cylinder heat transfer 
correlation, has already been mentioned. The agreement is somewhat less 
when Reynolds number based on G/y is used. 

The data of Coppage and London (3) for heat transfer to stacked screens 
has been widely criticized for ignoring the effect of longitudinal conduction 
through the metal. To reconcile these results with the mass transfer coefficients 
of Gay and Maughan (2), Satterfield and Cortez (I) had to make sometimes 
large, in part arbitrary, adjustments to them. 

Using the numerical analysis of Pucci et al. (11) of the type of experiment 
conducted by Coppage and London, Shah (5) also argued that criticism of 
their data is valid at low gas velocities corresponding to the range of Satterfield 
and Cortez* work but that the effect of longitudinal conduction was much less 
significant over our present range of interest. Our mass transfer data agree 
very well with selected unadjusted data of Coppage and London obtained at 
high gas velocities. 

Conclusions 

There is now sufficient mass transfer data for screens to confirm that / D € 

o r /D ,y correlates well with Reynolds number based on wire diameter and 
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mean or maximum interstitial velocity. The log-log correlation of literature 
data exhibits a curvature similar to that displayed by the similar correlation 
for heat transfer to a single cylinder and agrees satisfactorily with that corre
lation. The 2/3 exponent on Schmidt number appears to be correct. The 
correlation is well enough defined to allow its use in designing catalyst loading 
for ammonia burners. 

'Nomenclature 

a area density of screen ( ft"1 ) 
A T total transfer area (ft2) 
cA concentration of diffusing component (lb moles/ft3) 
C constant in Equation 4 
d wire diameter (ft) 
D diffusivity (ft2/hr) 
D E eddy diffusivity (ft2/hr) 
F m molar flow rate (lb moles/hr) 
G superficial mass velocity (lbs/hr-ft2) 
; D /-factor for mass transfer, = (kgMP/G)NSc

2/s 

7D, y /-factor for mass transfer based on maximum velocity, = (ykgMP/G)NSc
2/s 

/D > € /-factor for mass transfer based on interstitial velocity = (ekgMP/G)NSc
2/3 

kc mass transfer coefficient (ft/hr) 
kg mass transfer coefficient (lb moles/hr-ft2-atm) 
k0 overall first-order rate constant (lb moles/hr-ft2-atm) 
m exponent in Equation 4 
M mean molecular weight of gas 
Ν meshes per linear foot (ft - 1) 
Nne Reynolds number 
NRe y Reynolds number based on maximum velocity, = dG/γμ 
N R e e Reynolds number based on interstitial velocity, = dG/εμ 
N S c Schmidt number, = μ/pD 
N S h Sherwood number 
p A partial pressure of diffusing species ( atm ) 
PAI partial pressure pA at inlet (atm) 
p A 2 partial pressure p A at outlet (atm) 
F atmospheric pressure ( atm ) 
u gas velocity ( ft /hr ) 
χ distance in direction of flow (ft) 

Greek Letters 
γ minimum fractional opening of single screen 
ε porosity of single screen 
p density of gas (lb/ft3) 
μ viscosity of gas (ft2/hr) 
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Fluid Flow Model for a Packed-Fluidized Bed 

KUNIO KATO, HIRO ARAI, and UTARO ITO 

Chemical Engineering Department, Gunma University, 
Kiryu, Gunma, Japan 376 

To establish a fluid fllow model in a packed-fluidized bed, mesityl 
oxide was synthesized by the catalytic aldol condensation of 
acetone in a fixed and a packed-fluidized bed. Reaction kinetics 
were determined in the fixed bed. Reactant conversion in a 
packed-fluidized bed was analyzed by a two-phase model with a 
known reaction rate. This two-phase model has two parameters: 
the gas interchange coefficient between the bubble and emulsion 
phases and the fraction of catalyst in the bubble phase. Using 
the known gas interchange coefficient, the fraction of catalyst in 
the bubble phase in a packed-fluidized bed was experimentally 
determined to be about 0.2. 

Apacked-fluidized bed is one in which particles are fluidized with gas in a 
column suitably packed with spheres, open-ended cylindrical screens, 

and the like. Since such packings prevent the growth of gas bubbles in the 
bed, particles (catalyst) and gas contact each other well. Gas and particle 
flow patterns are standardized by the packing, and scale-up of this reactor is 
simplified. 

To simulate the reaction characteristics or particle-gas transport phenom
ena in a packed-fluidized bed, a fluid flow model is the most important factor. 
Two methods are used to investigate the fluid flow pattern in such a bed. In 
one, tracer gas is put into the reactor, the response curve of this gas is analyzed 
by suitable model, and the model parameter is calculated. In the other method, 
the reactant conversion in the bed is analyzed by a suitable model with known 
reaction kinetics, and the model parameter is calculated from it. The gas 
interchange coefficient between the bubble and emulsion phase in packed-
fluidized bed was obtained (I) by analyzing the residence time curve of step 
response of tracer gas with a two-phase model. 

Ishii and Osberg (2) isomerized cyclopropane on a silica-alumina catalyst 
in fixed and packed-fluidized bed packed with open-ended screen packing. 
The reaction kinetics were studied in a fixed bed. Conversion in the packed 
bed was smaller than that calculated by the plug flow model and larger than 
that calculated by the perfect mixing model. Thus, the reactant conversion 
in packed-fluidized bed was analyzed by the diffusion model. Kato et al. (3) 
hydrogenated ethylene in fixed and packed-fluidized bed packed with spheres 
and open-ended screen packing. The decrease of reactant conversion in packed-
fluidized bed from fixed bed under the same contact time was explained by 
catalyst contact efficiency. 
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272 CHEMICAL REACTION ENGINEERING II 

In this work, mesityl oxide was synthesized by the catalytic aldol con
densation of acetone in a fixed and a packed-fluidized bed with open-ended 
screen packing. Reaction kinetics were studied in a fixed bed, and the reactant 
conversion in a packed-fluidized bed was analyzed by a two-phase model with 
known reaction kinetics. The fraction of catalyst particles in the bubble phase 
was obtained. 

Solid line : fixed bed operation 

Dotted line: packed-fluidized bed 

Figure 1. Schematic 
1 nitrogen cylinder 
2 stop valve 
3 deoxidation tower 
4 dehydration tower 
5 pressure regulator 
6 pressure gage 
7 orifice 
8 needle valve 
9 constant temperature bath 

10 air compressor 

of experimental apparatus 
11 heater 
12 reactor 
13 glass beads 
14 catalyst particles 
15 fluidized bath 
16 thermocouple 
17 gas chromatograph 
18 product 
19 cooling device 
20 evaporation bottle of acetone 

Experimental 

A schematic of the experimental apparatus is shown in Figure 1. Since 
oxygen gas hinders this reaction, nitrogen was used as carrier gas. Taken 
from a cylinder it was passed through a deoxidation tower and divided into 
two streams. One stream entered the orifice for metering the flow rate and was 
fed to an acetone bottle submerged in a constant-temperature bath heated to 
25°C. Nitrogen was saturated with acetone gas in this bath. The flow rate 
of another stream of nitrogen gas was measured with orifice meter, and both 
streams were combined. The concentration of acetone and the flow rate of 
the feed gas to the reactor were determined by measuring the flow rate in both 
streams. Acetone concentration in the feed gas was usually 5 and 10 vol % . 
Gas chromatography was used to analyze acetone and mesityl oxide. Poly
ethylene glycol 1000 was packed in the chromatograph column, and hydrogen 
was the carrier gas. To prevent condensation of acetone vapor between the 
exit point of the constant temperature bath and the entrance point of the 
reactor, the tube was heated to 40°C. The reactor used for this experiment 
(Figure 2) was a borosilicate glass cylinder, 5.2 cm id and 40 cm high. To 
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21. KATO ET AL. Packed-Fluidized Bed 273 

Solid line : fixed bed operation 

Dotted l ine: packed-fluidized bed operation 

Figure 2. Details of the reactor 
1 reactant gas 
2 heater 
3 air 
4 thermocouple 
5 catalyst particles 
6 glass beads 
7 fluidized bath 

control the reaction temperature, the reactor was put into the fluidized bath, 
10 cm id and 50 cm high as shown in Figure 1. Catalyst particles used in 
this experiment were 80-100 mesh alumina (Tekkosha Co., Ltd.). Packing 
used for a packed-fluidized bed was 1 cm id and 1 cm long 16 mesh open-
ended screen packing. 

To eliminate water in catalyst particles, the reactor was heated for 1 hr 
at 450°C in nitrogen and cooled to reaction temperature with flowing nitrogen 
gas (100 cc/min). After the reaction temperature was reached, acetone gas 
of constant concentration was fed to the reactor, and the reaction was started. 
After catalyst activity was constant, experimental data were taken. In the 
fixed bed operation, reactant flowed upward in the reactor. Since the porous 
plate of this reactor is a good gas distributor in a packed-fluidized bed operation, 
only catalyst particles are put into reactor and are fluidized among packings 
with reactant gas. 

Results 

Fixed Bed. Mesityl oxide is synthesized from acetone according to Reac
tion 1: 

2CH 3 COCH 3 -> (CH 3 ) 2 C=CHCOCH 3 + H 2 0 (1) 

When the reaction temperature was 280° -370°C, most of the product gas was 
mesityl oxide. A small amount of mesitylene and polymer were detected. 

The fluid flow pattern in the fixed bed is approximately plug flow, and 
the fixed bed is operated at constant temperature. From material balance of 
reactant gas in the small increment of the bed, the following equation is 
obtained. 
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274 CHEMICAL REACTION ENGINEERING II 

If the reaction rate of the aldol condensation of acetone is expressed to 
be proportional to the concentration difference between the concentration 
of acetone in reaction and equilibrium concentration of acetone defined in 
Reaction 1, Equation 3 results: 

r = K(C - C e q ) 

From Equations 2 and 3, 

- log (1 - X/Xed = KL/U 
L/U [sec] 

0.1 0.2 0.3 0.4 0.5 0.6 

(3) 

(4) 

J_ 0.2 

Figure 3. Retâionship between 
J-x/xeg and L / U in fixed bed 

Figure 3 shows the relationship between reactant conversion and L/U at dif
ferent reaction temperatures. From Figure 3 the reaction rate of this reaction 
is expressed as Equation 3. The reaction rate constant at 290° , 330° , and 
360°C per unit volume of bed is 3.66, 5.85, and 9.1 (liters/sec), respectively. 
The effect of temperature upon the reaction rate constant in this temperature 
range is: 

Κ = 1.75 Χ 10 4 Θχρ(-9500/βΤ) (5) 

Packed-Fluidized Bed. There are bubble and emulsion phases in a 
packed-fluidized bed; the size of gas bubbles is restricted by the packing. When 
the gas flow rate is increased, the number of gas bubbles per unit bed volume 
and the bubble raising velocity are increased, but the size of the gas bubbles 
is almost constant. Therefore, the fluid flow model based on the bubble size 
in the bed seems unsuited to fluid flow model in a packed-fluidized bed, it is 
better to use the same kind of model as shown in Mathis and Watson (4) and 
Lewis et al. (5). The following assumption are made to calculate the reactant 
conversion. 

( 1 ) The bed consists of bubble and emulsion phases. The bubble phase 
consists of bubbles and particles around the bubble. The fraction of catalyst 
in the bubble phase is a. 

(2) The total volume of gas bubbles in the bed may be expressed as 
S ( L - L m f ) . _ 

(3) Gas interchange occurs between two phases. According to Kato et al. 
( I ), the gas interchange coefficient per unit volume of bubble is 

F ο = 4.2 (6) 

(4) The gas flow rate in the emulsion phase is the same as the minimum 
fluidized gas velocity of particles. 
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21. KATO ET AL. Packed-Fluidized Bed 275 

(5) The gas in the bubble phase and emulsion phase flows through the 
bed as plug flow. 

(6) Since the effective thermal conductivity in a packed-fluidized bed is 
considerably large and the heat of reaction of this reaction is small, the bed 
is assumed to be operating under constant temperature. 

Using these assumptions, from material balance of reactant in the small 
increment of each phase, the following equations are derived. 

Bubble phase: 

dZ ' Rh(U-Um{) 

Emulsion phase: 

dCe _ F0(Rh-l) 
dZ RhUm{ 

where: 

Rh(U-Umt) 

( C b - C ) + ( 1 " r ; r e - 0 
K b U m f 

(7) 

(8) 

Boundary condition: 

Rb = 

Ζ — 0 Ob — Ce — Co 

In Equations 7 and 8, the relationship between the bed expansion ratio 
and operating conditions is obtained from Kato et al. (6). Therefore, if the 
reaction kinetics of reactant are known, concentrations of reactant at the exit 
of bubble phase and emulsion phase are calculated from Equations 7 and 8 with 
fraction of catalyst in bubble phase, a, as parameter. From this value, the 
concentration of reactant at the exit of packed-fluidized bed becomes: 

1.0 

1 

^0.5 

u 

Q=0 

U m f=1 .36 l c m

/ s e ^ 

K=0.25(VSecl 
% M F = 1 0 . 0 W 

Parameter · a 

5.0 
L(cm) 

10 

Figure 4. Relationship between re
actant concentrations in the bubble 
and emulsion phases and bed height 
when the reaction rate constant is small 

η _ m { η ι £ r m f ) ρ /Q\ 
^ o u t — JJ~ v e o T " JJ vy b o W / 

The Runge-Kutta method is used to calculate Equations 7 and 8. Before 
comparing the experimental results with calculated ones, to investigate the 
reaction characteristics of this model, the reactant conversion in packed-fluidized 
bed in the first-order reaction is calculated with the fraction of particle in 
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276 CHEMICAL REACTION ENGINEERING II 

bubble phase as a parameter. Figures 4, 5, and 6 show the relation between 
the reactant concentration in bubble and emulsion phase and bed height with 
fraction of the particles in the bubble phase as a parameter where the reaction 
rate constant is 0.1, 6.25, and 12.5 (liters/sec) respectively. From these 
figures, the larger the reaction rate constant, the larger the concentration 
difference between two phases. When a is increased, the reactant conversion in 
bubble phase is increased. The reactant concentrations in bubble and emulsion 

Figure 6. Relationship between 
reactant concentrations in the bub
ble and emulsion phases and bed 

L (cm J height for large reaction rate 

phases are quite sensitive to a when the reaction rate constant is large. Figure 7 
shows the relationship between the reactant conversion and KLmt/U with the 
reaction rate constant and fraction of particles in bubble phase as parameters. 
From Figure 7, when the reaction rate constant is small and a is large, the 
reactant conversion calculated from this model is almost the same as that in 
plug flow reactor. However, when the reaction rate constant is large and a is 
small, the reactant conversion calculated from this model is smaller than that 
in perfect mixing flow reactor. From Figure 7, the reactant conversion in 
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21. KATO ET AL. Packed-Fluidized Bed 277 

packed-fluidized bed is also sensitive to a when the reaction rate constant is 
large. Therefore, to obtain a numerically from this kind of test reaction, 
the reaction rate constant for the test reaction must be large. 

Figures 8 and 9 show the relation between the reactant conversion and 
L/U when the reaction temperature is 290° and 330°C, respectively. The 
dotted lines in Figures 8 and 9 show the conversion vs. L/U calculated from 

1.0 

J , 0.5 
χ 

0.0 

iM// /* 
K=0.25 . ̂ ^ O O K = 1 2 5 y k=125 

( tvvo phase model 
] Piston flow 
V Perfect mixing 

i o - * 10° * 10' 

1.0 
0-8 
0.6 

H* 0.4 
χ 

ίθ.2 

K L m f / y H 

Figure 7. Relation between conversion and KL m / / U 
L/y (sec) 

0 0-1 0.2 0.3 0.4 0.5 0.6 07 

?,° 0 o 0 Reaction Temperature 
^ ^ ° ο 290°C 

ο ο 

Fixed Bed Reactor-.^ 
K=3.66 (VSec) 0.1 

0.08 

Figure 8. Conversion in packed-fluidized bed reactor vs. 
that in fixed bed reactor 

L/U (sec] 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 1.0 

0.8 -

0.6 -

Τ 0.4 -

x 0.2 ι 

0.1 
0.08 

Reaction Temperature 
330 eC 

X f i x e d Bed Reactor 

K = 5.85(Vsec) 

Figure 9. Conversion in packed-fluidized bed reactor vs. 
that in fixed bed reactor 
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0.8 

0.6-

10A ' 

0.2 

this words K(1/ s e c) 
Ο 3.66 -ι 
• 5.85 [ 
t> 9.10 ) 

Kato,Takeuchi,lto, Kubota 
Κ = 1-1 
Κ = 3.35 

Ishi and Osberg 
K ( V s e c ) 
0.03 
0.09 
0.27 
0.652 
1.36 

Δ 
A 

V 
• 
4 

0.2 0A 0.6 0.8 
Xcai/Χβ* or X c a | 

1.0 

Figure 10. Experimental vs. calculated conversion 

plug flow model under the same reaction rate constant. Figure 10 compares 
the experimental results with calculated ones in this model. From Figure 10, 
both the reactant conversion of this experiment and that of Ishii and Osberg 
(2) and Kato et al. (3) agree well with the value calculated from this model 
when the fraction of catalyst in bubble phase is 0.2. From Figure 10, the 
reactant conversion in a packed-fluidized bed with almost the same size of 
packing as that in this experiment is calculated from this model when the 
fraction of catalyst in bubble phase is 0.2. 

6 8 10" 2 t 6 8 10e 2 t 6 8 10' 2 
K L m f ^ H 

Figure 11. Conversion calculated from this model vs. that in plug flow 
and perfect mixing reactors for first-order reaction rate 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

02
1

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



21. KATO ET AL. Packed-Fluidized Bed 279 

Discussion 

In a packed-fluidized bed, the size of the gas bubble is restricted by the 
packing. No matter how the bed diameter and bed height are changed, 
the fluid flow pattern in the bed is almost the same as that in this kind of 
experimental apparatus. The fluid flow model and the fraction of catalyst 
particle obtained in this experiment may be applied to the packed-fluidized 
bed with almost the same type and the same size packing ( D p = 1.0-3 cm) 
as these of this experiment. Figure 11 shows the relationship between KLmt/U 
and reactant conversion calculated from this model for a first-order reaction 
with reaction rate a constant parameter when the minimum fluidized gas 
velocity is 1.0 cm/sec. From Figure 11, when the reaction rate constant is 
small (0.1 liter/sec), the reactant conversion in packed-fluidized bed is almost 
the same as that in the plug flow reactor. When the reaction rate constant is 
intermediate (1.0 liter/sec), the reactant conversion calculated from this model 
is smaller than that in plug flow reactor but usually larger than that in perfect 
mixing flow reactor. When the reaction rate constant is large (10.0 liters/sec), 
most of the reactant conversion calculated from this model is smaller than that 
in perfect mixing flow reactor. When the reaction rate constant is large, the 
reactant conversion in a packed-fluidized bed is affected by U/Umf at the same 
value of K L m f / U . 

6 8 10" 2 4 6 8 10° 2 A 6 8 10' 2 4 
KCoLmf / U ( - J 

Figure 12. Conversion calculated from this model vs. that in plug flow and 
perfect mixing reactors for second-order reaction rate 

Figure 12 shows the relationship between KC0Lmt/U and reactant con
version calculated from this model for the second-order reaction with KCQ as 
parameter. The same results as those described above are found in Figure 12. 
Generally, the reactant conversion in a packed-fluidized bed may be larger 
than that in fluidized bed reactor under the same reaction condition as shown 
in Figures 11 and 12. 

Conclusions 

A fluid flow model in packed-fluidized bed is proposed. Comparing the 
reactant conversion in packed-fluidized bed with that in fixed bed, the fraction 
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280 CHEMICAL REACTION ENGINEERING II 

of catalyst in bubble phase is obtained. The fraction of catalyst in bubble 
phase is about 0.2 for 1.0-3.0 cm open-ended screen packing. 

'Nomenclature 

a = fraction of particles in bubble phase 
C = concentration of reactant (gram-mole/cc) 
C b = concentration of reactant in bubble phase (gram-mole/cc) 
Cbo = concentration of reactant at the outlet of bubble phase (gram-mole/cc) 
C e = concentration of reactant in emulsion phase (gram-mole/cc) 
^eo — concentration of reactant at the outlet of emulsion phase 

(gram-mole/cc) 
Cea = equilibrium concentration of reactant (gram-mole/cc) 
C 0 = concentration of reactant in feed gas (gram-mole/cc) 
C o u t = concentration of reactant at the outlet of packed-fluidized bed 

(gram-mole/cc) 
F 0 = gas interchange coefficient between bubble and emulsion phase 

(liters/sec) 
Κ = chemical reaction rate constant (liters/sec) 
L = bed height (cm) 
^mf — bed height at the minimum fluidized gas velocity (cm) 
R b = bed expansion ratio 
r = reaction rate per unit volume of bed (gram-mole/cc sec) 
r b = reaction rate in bubble phase (gram-mole/cc sec) 
r e = reaction rate in emulsion phase (gram-mole/cc) 
S = cross sectional rate (cm2) 
Τ = absolute temperature ( °K) 
17 = superficial gas velocity (cm/sec) 
Umt = the minimum fluidized gas velocity (cm/sec) 
X = conversion of reactant gas 
^ea — equilibrium conversion of reactant gas 
Ζ = axial length (cm) 
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Pore Structure and Diffusion 

N. WAKAO 

Department of Chemical Engineering, Yokohama National University, 
Minami-Ku, Yokohama, Japan 

Unsteady state diffusion expenments were done to determine 
effective diffusivity values for inert systems. There was no dif
ference between the diffusivity values at unsteady state and those 
at steady state. A two-dimensional network of macro and micro 
passageways was assumed as a pore model. The effective diffu
sivity values for inert systems were estimated on the model, and 
they did not depend on steady or unsteady state conditions. The 
effective diffusivity for a reacting system was also computed on 
the pore model, and the value for a reacting system was predicted 
to be smaller than that for an inert system if there were many 
macropores all the way through the pellet. If there are deadends 
of macropores, however, the two diffusivity values tend to be the 
same. 

Diffusion experiments under inert conditions either at steady state or at 
unsteady state have been done to determine effective diffusivity values of 

porous catalyst pellets for reacting systems. Steisel and Butt (I), using the 
computational model for pore structure of Foster and Butt (2), suggested that 
the effective diffusivity for inert systems ( D e

D ) is considered to be identical 
with that for reacting systems ( D e

R ) . A similar conclusion has been reached 
experimentally by Balder and Petersen (3) and Toei et al. (4). 

The purposes of this investigation are to examine, first, if D e
D values 

measured from unsteady state diffusion experiments are the same as those at 
steady state, and, second, if there is any difference in value between D e

D and 

Experimental Measurements of De
D 

As shown in Figure 1, hydrogen is kept flowing in the two chambers to 
replace air in the porous solid with hydrogen; then hydrogen flowing into one 
chamber (pulse-side chamber) is changed to nitrogen for a certain period, and 
again back to hydrogen. Hydrogen is kept flowing in the hydrogen-side cham
ber. The gas in either chamber is at atmospheric pressure. 

The nitrogen concentration in the hydrogen-side chamber is measured as 
a function of time by intermittent sampling of the outgoing gas and determina
tion of the concentration by gas chromatography. For the unsteady state ex
periments each chamber is designed to have a small volume. 

281 
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H 2 N 2 

PULSE-SIDE 
CHAMBER 

SEALED 

H2 -S IDE 
CHAMBER 

H 2 t SAMPLING FOR 
GAS CHROMATOGRAPH 

Figure 1. Experimental apparatus 

If we assume that D e
D is constant in each run, the material balance for 

nitrogen is 

with 

Co, at 0 < t < to ) 
> ζ = 0 

0, at t > t0 ) 

c = 0, at £ = 0 

c — 

c — 

c = 0, at ζ = L 

The solution in the Laplace domain is 

ce~st dt 

(1) 

(2) 

(3) 

(4) 

1 — e~eto sinhX 

where 

= Co · 

λ = L 

(δ) 
sinhX 

The rate of nitrogen diffused through the solid to the hydrogen-side 
chamber is 

^ = -^D(l)t
 (6) 

In the Laplace domain 

NL =fj NLe-*<dt A De D
 l (7) 

Substituting Equation 5 into Equation 7 and setting s = 0, one obtains 
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NLdt = |i)eDCo*o (8) 

The transient rate (NL) is calculated from the nitrogen concentration-time 
curve and flow rate in the hydrogen-side chamber. The nitrogen concentrations 
are so small (less than 2%) that they are assumed to be zero (i.e., boundary 
condition 4) in solving Equation 1. 

The concentration-time curves together with the D e
D values determined 

from Equation 8 are illustrated in Figure 2. The D e
D values in the unsteady-

state period are not different from the steady-state values. 

POROUS SOLID = REFRACTORY 
A=6.0cm2, L = 11.5cm 

AT STEADY STATE 

TIME t , s e c 

Figure 2. Response of nitrogen in hydrogen-
side chamber and De

D values calculated 

(a) (b) (c) (d) 

Figure 3. Concentration profiles in grid under inert conditions as a 
function of time. Ten 100-A micro per 1000-A macro passageway, 
b = 2000-A, L = 102,000-A, D„ = 0.640 cm11 sec, and Di = 0.0588 

cm' I sec. 

Effective Diffusivities for Network Model with No Deadend Pores 

Figure 3 is a grid model made up of two-dimensional macro and micro 
passageways (slit-shaped pores). The gridrods are assumed to be arranged in 
the staggered form with square pitch. The network geometry and the rod 
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Table I. Grid Characteristics and Computed Data of Effective Diffusivity 

Computed Steady State Data 

tern 

Width of 
Path, A" 

No.b of 
Micro 
Paths 
per 

No Deadend 8% Deadend 

Macro Micro Macro De
R, DeD/ DeD , D e

R , De D / 
rx Path cm2/sec cm2/sec />eR cm2/sec cm2/sec /)eR 

1 10,000 10 4 0.128 0.0461 2.78 0.0290c 0.0241 1.20 10,000 
0.0319c 0.0191 1.67 

2 10,000 10 10 0.0582 0.00982 5.93 0.00981d 0.00450 2.18 
3 10,000 10 20 0.0304 0.00321 9.47 
4 10,000 100 4 0.128 0.101 1.27 
5 10,000 100 20 0.0307 0.0116 2.65 

° Conductance of macro passageway subrod per unit grid depth « raDa/&, where D a is assumed 
as 0.640 cmVsec. Conductance of micro passageway subrod per unit grid depth — nD\/b, where 
Di is 0.00588 cm2/sec for η - 10 A and Di = 0.0588 cm2/sec for π = 100 A. Incidentally the 
D a and Di values are, respectively, equal to the bulk diffusivity in hydrogen-nitrogen system 
and the Knudsen diffusivity of hydrogen, both at 21°C. 

6 Length of subrod is assumed as b = 10,000 A. 
e Different locations of deadend. 
d Same deadend locations as in Figure 6. 

conductances for a diffusing component under constant total pressure are illus
trated in Table I. 

Under Inert Conditions. The numerical computation is carried out (as 
outlined in the Appendix) in a digital computer with the following conditions: 

(1) at* = 0,c = 0 (9) 
(2) at upper face (z = 0), c = c0 (10) 
(3) at bottom face (z = L), c = 0 (11) 
Figure 3 shows how the step change of concentration penetrates into the 

grid in time. As expected, the diffusion first takes place in macro passageways 
and then into micro. Finally, however, the concentration profiles become linear 
at t = oo, as shown in Figure 3d. The date of diffusion into the grid (N 0 ) is 
easily computed from concentration gradients and conductances at ζ = 0. 

On the other hand, the solution to Equation 1 under the conditions listed 
above is 

-5 = l 
Co L (12) 

(13) 

.-«Νιο 
Therefore, N0 evaluated for the network grid is to be equal to 

* · - - * * · β ( £ ) . 

= £DC
OCO i + 2 £ C ~ K T ) (-TT) 

from which D e
D values are determined as shown in Figure 4. It indicates that 

D e
D values are low at first and increase rapidly to a constant value. The time 

when D e
D is lower than the steady-state value is so short that D e

D values deter
mined from unsteady-state experiments, such as chromatographic methods, 
will be steady-state values themselves. The steady-state values for some pore 
models are given in Table I. 

Under Reaction Conditions. A similar computation is carried out by 
Wakao and Naruse (5) for steady-state concentrations in the grid under the 
following conditions (Appendix) : 
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22. WAKAO Pore Structure and Diffusion 

0 1 2 
TIME t. sec 

Figure 4. Time vs. De
D for network pore model 

W 7 

(1) chemical reaction with first-order kinetics (rate constant k) at 
passageway walls 

(2) at upper face (ζ = 0), c = c0 

(3) at bottom face (z = L), dc/dz = 0 
The total reaction rate (R) is evaluated as the diffusion rate at ζ = 0. 

C/Co 
1 • 
OS-

MACRO 
j^MICRO 

Figure 5. Concentration profiles in grid under reaction con
ditions; k = 3.0 cm/sec, same grid as in Figure 3 

If the following equation expressed in terms of D e
R : 

e dz* 

is solved under the same conditions, the rate is 

= ALkact tanh<£ 
Φ 
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286 CHEMICAL REACTION ENGINEERING II 

where 

and a is the specific surface area (Appendix). From Equation 18 and R 
evaluated for the grid, D e

R values are determined as shown in Table I. They 
vary with the assumed value of k unless L is sufficiently long, but the D e

R data 
listed in Table I are the limiting values which are independent of k and L 
(L is long enough) as they are reasonably expected for actual catalyst pellets. 
Table I shows that D e

D is larger than D e
R . 

The concentration profiles in Figure 5 are those computed on conditions 
14, 15, and cz = L = 0 instead of 16, using the same grid parameters as Figure 3 
and k = 3.0 cm/sec. In this case the reaction rate is 

R = ALkaco cosh<£ — 1 
φ sinh<£ (19) 

and again it is shown that D e
D is larger than D e

R ; D e
R = 0.0260 cm2/sec, 

while D e
D = 0.0317 cm2/sec (Figure 4). 

- MACRO 

BLOCKED ι~^6δό> M I C R 0 
INERT SYSTEM REACTING SYSTEM 

C / C 0 

ι 
0 3 " 

Figure 6. Concentration profiles in grid with 8% deadend subrods. 
Same grid as in Figure 3 except deadends, (a) Inert system—from the 
profiles Oe

D = 0.0160 cm'/sec. (b) Reacting system with k = 3.0 cm I 
sec—from the profiles Oe

R = 0.0158 cm'/sec. 

Network Model with Deadend Pores 
If we assume that some of the subrods (rods between two adjacent nodal 

points) are interrupted in the middle and that the area of passageway walls 
remains unchanged, the numerical computation is carried out (Appendix). 
Figure 6 illustrates 8% of the total subrods (8% macro as well as 8% micro 
subrods) interrupted. A table of random numbers is used to select the inter
rupted (or deadend) locations. 

Table I of Wakao and Naruse (5) indicates that the deadends cause 
considerable decreases in D e

D and D e
R values. D e

D values decrease so much 
more than D e

R values that the ratio D e
D / D e

R tends to unity. Only the case 
with 8% deadends is illustrated in Table I, but it is apparent that the differ-
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22. WAKAO Fore Structure and Diffusion 287 

ence between D e
D and D e

R becomes less if there are more deadends. The 
larger decrease in D e

D value is caused by the fact that deadend macro passage
ways form detours through micro passageways. 

It is true that the difference depends on frequency of occurrence of dead
ends, particularly of macro passageways, as well as their locations. Some of 
the deadends of macro passageways are expected to result in the so-called 
ink-bottle pores. In actual catalyst pellets the deadend frequency of macro-
pores will probably be high, as suggested from hysteresis loop in measurement 
of pore size distribution or ink-bottle pores, and in fact there will be not much 
difference in value between D e

D and D e
R . 

Discussion 
The evaluation of D e

D and D e
R values from the pore size distribution is 

outside the scope of this work. However, if the porous solid may be assumed 
to be a bundle of capillary tubes of uniform size, D e

D and D e
R will be expressed 

in terms of the diffusivity in the capillary tube, the number of tubes, and the 
tortuosity factor. If there are no deadends of macropores originally in the solid, 
then the defined capillary tubes or average pores must be macropores in the 
inert system and micropores in the reacting system. If some of the macropores 
are deadend, however, the average pore under inert conditions will change 
toward the detours or original micropores because of their controlling diffusion 
step while the average pores under reaction conditions are still micropores 
because of their large amount of internal surface area where chemical reaction 
takes place. 

Actual pore structure is far more complicated. In determining pore size 
distribution, the ink-bottle macropores are measured as many micropores. If 
such a solid sample is broken into fine pieces, some of the ink-bottle macro-
pores will become ordinary macro- and micropores. We measured the macro-
pore size distribution of a commercial silica-alumina catalyst pellet in a 
mercury porosimeter and found that the volume occupied by mercury at 
equilibrium at each pressure increased somewhat (a few percent) with a 
decrease of sample size from 12 mm to a few millimeters. For further fine 
particles, however, we have failed in measuring macropore volume; the mer
cury penetration-pressure relations were considerably different from those for 
particles of a few millimeters. Probably this is a result of the fact that there 
is a kind of packed bed of fine particles formed in the dilatometer, and the 
extraparticle void behaves like macropores. More work seems necessary to 
interpret measured pore size distribution and to examine actual pore structure. 

Conclusions 
The D e

D values determined from unsteady-state measurements are verified 
to be the same as the steady-state values. The D e

R values are expected to be 
lower than D e

D values if there are many macropores all through the whole 
pellet. The difference between D e

D and D e
R values decreases considerably by 

deadend of macropores. The latter will probably be the case for many actual 
catalyst pellets. 

Appendix 
Numerical Calculation for Pore Model. Figure 7 is the two-dimensional 

network of passageways. The steady-state concentration at each nodal point 
is computed as outlined below: 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

02
2

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



288 CHEMICAL REACTION ENGINEERING Π 

Figure 7. Sketch illustrating nomen
clature for numerical calculation 

(1) UNSTEADY state with no chemical preaction. From a mass balance 
on a point such as 1 (for symbols also see Figure 7), 

KA(C2 + c4 - 2d) + KB(cz + C5 - 2ci) - ^ (C'l Cl) (Al) 

where for micro passageway 

for macro passageway 

for micro-micro intersection 

for macro-micro intersection 

for macro-macro intersection 

KA, KB = nDi/b 

= raZ)a/6 

V = 2nb + n 2 

= (n+ra)6 + nr a 

- 2ra6 + r a
2 

Cj = concentration at node j at time t 

c'i — concentration at node 1 at t + M 

(2) STEADY state with no chemical reaction. 

Κ A te + c4 - 2ci) -f # B (ci + c5 - 2ci) = 0 

(3) STEADY state with chemical reaction (first-order). 

(C2 + C4 - 2ci) + #B (cj + c5 - 2ci) = 46fcci 

where 4& = wall area of passageways and is related to α (Equation 17). 

46 

(A2) 

(A3) 

(b + n)2 

46 
(6 + rO (6 + ra) 

46 

for micro-micro passageways 

for macro-micro passageways 

for macro-macro passageways 
(6 + r a) 2 

(4) DEADEND PORES. If there is a deadend midway between nodes 1 
and 2, for example, Equations A2 and A3 become, respectively 
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22. W A K A O Pore Structure and Diffusion 289 

KK (a - ci) + KB (C, + cb - 2d) = 0 (A4) 

Κ χ (c« - ci) + KB (CZ + ch - 2c,) = Abkcx (A5) 

Nomenclature 

A external surface area, cm 2 

a internal surface area per unit volume, cm - 1 

b length of subrod, cm 
c concentration of diffusing gas, mole/cc 
c0 concentration of diffusing gas at ζ = 0 (nitrogen in experiments), 

mole/cc 
D a diffusivity in macropore, cm2/sec 
Di diffusivity in micropore, cm2/sec 
D e

D effective diffusivity for inert system, cm2/sec 
D e

R effective diffusivity for reacting system, cm2/sec 
k chemical reaction rate constant, cm/sec 
L height of solid or grid, cm 
N 0 diffusion rate at ζ = 0, mole/sec 
NL diffusion rate at ζ = L, mole/sec 
R total reaction rate, mole/sec 
r a width of macropore, cm 
r{ width of micropore, cm 
t time, sec 
t0 time of pulse, sec 
ζ distance variable, cm 
ε ρ void fraction 

Literature Cited 
1. Steisel, N., Butt, J. B., Chem. Eng. Sci. (1967) 22, 469. 
2. Foster, R. N., Butt, J. B., AIChE J. (1966) 12, 180-185. 
3. Balder, J. R., Petersen, Ε. E., J. Catal. (1968) 11, 195-210. 
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Eng. Japan (1973) 6, 50-58. 
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Gas Mixing in Fluidized Beds as a Function 
of the Adsorbency of the Solids for the Gas 

H. V. NGUYEN and Ο. E. POTTER 

Department of Chemical Engineering, Monash University, Wellington Road, 
Victoria 3168, Australia 

Backmixing studies of gas mixing were done with non-adsorptive 
helium and adsorptive Freon-12 as tracers in a 12-inch id fluid
ized bed, charged with two average sizes (145 and 258μ) of a 
porous adsorbent solid. Tracer is injected across a plane in the 
upper section of the bed, is sampled below the injection plane 
both radially and axially, and the radial values are averaged. 
The results are interpreted in terms of the countercurrent back-
mixing model, modified by terms involving gas transport from the 
cloud-wake region to the dense phase region caused by exchange 
of solids bearing adsorbed gas. Backmixing is enhanced by ad
sorption. The bed approaches a well-mixed state when the 
adsorptivity coefficient, m ≥ 5 and U/Umf ≥ 7. 

Reactor models for fluidized bed reactors, proposed by Davidson and Harri
son (I), Partridge and Rowe (2), Van Deemter (3), Van Swaay and 

Zuiderweg (4) have not—except for Chiba and Kobayashi (5)—included the 
terms for transport of reactants in the adsorbed state. The present study was 
done to determine the importance of adsorptive mixing in reactor models. 
Measurements of backmixing by Miyauchi et al. (6) using tracers of varying 
adsorbency confirmed that the greater the adsorptivity the greater the axial 
mixing (apparent diffusion) coefficient. The simple one-phase diffusional model 
used by Miyauchi et al. (6) does not successfully correlate the data (7). 
Yoshida, Kunii, and Levenspiel (8) investigated the response of a bed to a 
step disturbance using tracers of different adsorptivity. 

Potter and co-workers used a backmixing technique for mixing studies 
with non-adsorbent solids (9, 10, 11). Tracer injected uniformly across a plane 
in the top of the bed was measured upstream—i.e., at different depths below 
the plane of injection. The countercurrent backmixing model (9, 10 11, 12) 
was used to determine / w , the ratio of the volume of the wake to the volume 
of the bubble, and the overall gas exchange coefficients between bubble and 
dense phase. Here, a porous adsorptive solid is used with helium—which is 
not adsorbed—and Freon-12—which is adsorbed—to evaluate the influence 
of adsorption on the solids mixing. 

290 
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23. N G U Y E N A N D P O T T E R Gas Mixing in Fluidized Beds 291 

Countercurrent Backmixing Model Modified for Adsorptive Transfer 

Gas Exchange. The basis for the gas exchange rate is the same as that 
used by Kunii and Levenspiel (13)—viz., that transfer between bubble and 
cloud wake follows the suggestion of Davidson and Harrison (I): 

tfB0_ 4.5 — + 5 . 8 5 ^ - ^ (1) 

while transfer between the cloud-wake and the dense phase is given by a 
Higbie-type relation calculated (13) to be: 

KCP ~ 6.78 (2) 

Solids Exchange. Solids (not including associated gas in the solid phase) 
are assumed to be exchanged between the cloud-wake and the dense phase at a 
volumetric rate: 

UkKofyjU - Umt)(l - e m f ) (3) 

as suggested by Potter (7) who used measurements with single bubbles to 
arrive at KQ = 1 ± 0.5. An alternative expression would be that proposed by 
Kunii and Levenspiel (13): 

K0 - 3 UD 

(1 — €b)emfU b/w (4) 

Z*dZ 

Figure 1. Three-phase representation of an ag-
gregatively fluidized bed 

Ratio of Cloud-Wake Volume to Bubble Volume. The ratio of cloud-wake 
volume to bubble volume fw can be determined from the critical velocity for 
backmixing (see Figure 6); this is the intercept velocity for zero axial diffusion 
coefficient. At velocities greater than critical for backmixing, the axial diffusion 
coefficient rises above zero while at velocities below critical, there is no back-
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292 CHEMICAL REACTION ENGINEERING II 

mixing. The critical velocity for backmixing in non-adsorptive cases was calcu
lated by Stephens et al. (12) as: 

Non-adsorptive: ̂ c n t 
1 

τι = 1 + / 

For the adsorptive case Potter (7) modified Equation 5 as: 

Adsorptive: = 1 Η ^—; lz rj-

where bubble gas flow: UQB = U — Umt 

Table I. Solid Properties 

Apparent (Bulk) Absolute 

(5) 

(6) 

(7) 

Coefficient of 
adsorption m 

Solid Size, μ Density, lb/ft* Density, lb/ft* Pore Volume, % with Freon-12 

145 
258 

75.5 
76.0 

142.6 
143.3 

20.6 
21.0 

2.5 ± 0.2 
2.4 ± 0.2 

100 

U ftsecf1 Helium Freon-12 

3 4 5 6 7 8 
Distance below tracer injector (in.) 

Figure 2. Axial backmixing profiles of concentration (aver
aged over the section). Particle size 145 ym, Vmr = 0.083 

ft/sec. Distributor contains 100 bubble caps. 
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100 

3 4 5 6 7 8 
Distance below tracer injector (in) 

Figure 3. Axial backmixing profiles of concentration (aver
aged over the section). Particle size 145 μτη, Umt = 0.083 

ft/sec. Distributor contains seven tuyeres. 

Here an allowance for the cross-sectional area taken up by bubbles and wakes 
is neglected (13,14). 

Cloud-wake gas flow: UGC — e m f / w ï 7 G B 

Dense phase gas flow: UGI. — U — (UGB + UGC) 

Solids set in motion by the bubble = (1 — s m f) / w C/GB 

UGC ( Λ χ 

(8) 

(9) 

(10) 

Material Balances 

The flows and exchanges are shown in Figure 1. Material balances are as 
follows: 
Bubble phase: 

UGB ^ + KBC ε Β (C B - Cc) + 1
 gB° m UGB ^ - 0 (11) az 1 — 6BO dz 
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Cloud-wake phase: 

UQC ^ + K*C ε Β (Ce - C B ) - KCP ε Β (CP - Cc) + K*'m (Cc - CF) (12) 

H WÎUGC - 3 — = υ 
emf dz 

Dense phase: 

C/GP ^ + KCP eB (CP - C c ) + K8'm (CP - Cc) (13) 

(1 — 6 m f) TT dCp n 

6 m f dp 

If C P and C c are eliminated, a third-order differential equation in C B is 

100 

1 2 3 4 5 ' 6 7 8 

Distance below tracer injector (in.) 

Figure 4. Axial backmixing profiles of concentration (aver
aged over the section). Particle size 258 μτη, Umr = 0.218 

ft Isec. Distributor contains 100 bubble caps. 
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23. NGUYEN AND POTTER Gas Mixing in Fluidized Beds 295 

obtained: 

with boundary conditions: 

2 = 0, C B « CBO (15) 

ζ = - co, C B = 0, and ^ = 0 
dz 

The solution is given in the Appendix: 

C B = CBO e*> (16) 

where λ ! is the positive root of the characteristic equation: 

Αλ 2 + B\ + C - 0 (17) 

Hence a graph of In ( C B / C B O ) US. (— z) yields a straight line of slope 
(—Ai). Since this slope is the same for each phase, sampling is not a serious 
problem. 

o> 1 1 1 1 1 
.15 .20 .25 .30 .35 .40 

U ft sec"1 

Figure 6. Axial diffusivity as measured by back-
mixing as a function of gas velocity U, tracer gas, 

and distributor 

Experimental 

The column was 12 inches in diameter and 2 ft 6 inches high. A de-
entrainment section of equal dimensions was fitted on top. Solid used was 
prefired clay, obtained from grinding unglazed pottery pieces. Each load was 
closely sized, and particle properties are listed in Table I. Air was the fluidizing 
medium with helium and Freon-12 as tracers. The tracers injector consisted of 
32^-inch MS pipes, each with three horizontally drilled No. 64 holes as 
injecting ports. In operation, only the tips of these pipes with injecting holes 
were submerged in the column to minimize interference to the bed. Gas was 
sampled by a probe with a V2 inch tip, equipped with a sintered glass filter. 
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The probe could travel both radially and axially and was held rigidly at each 
sampling position. On-stream analysis of tracer gas concentration was done by 
thermoconductivity cells. The pressure in the cells was kept constant, and a 
thermostated housing provided constant temperature surrounding for the cells. 
Two distributors were used, one with 100 %-inch bubble caps and one with 
seven 3-inch tuyeres of type Β used and described by Whitehead (15). Bubble 
frequency at any height was determined by filling the bed with different solid 
charges and filming, at high film speeds, the bubbles that burst at the surface. 
The average experimental radial concentration at any axial point was computed 
by integrating the radial profiles. The adsorption coefficient ra was measured 
in a 1-inch diameter bed, packed with solids to a depth of 6 inches. 

.14 

.12 

10 

X-08 
φ 

• 0̂6 

4 

.02 

Distributor Helium Freoru2 

1 

"" lOQbble cap • • m / / / 

7. tuyère ο · 

/ / / ' 

"~ L/m7 / 
- // J °/ 

\ 
.15 .20 .25 -30 .35 

U (ft sec1j 
•40 

Figure 5. Variation in the apparent adsorption 
coefficient with gas velocity U. Compare with m = 

2.5 at equilibrium. 

The mass transfer coefficients were determined from non-adsorptive runs 
first; these coefficients were corrected for the difference in diffusivity of tracer 
gases, and then fitted to the adsorption coefficients ra. Since no independent 
evaluation of each transfer coefficient was available from experimental data, 
the predicting Equations 1 and 2 were used for comparison with the experi
mental values. In all cases, the experimental values were about three times the 
predicted values. The reasons for this are not known. 

Results and Discussion 

Results are shown as axial tracer concentration profiles in Figures 2, 3, 
and 4. Because of imperfect mixing and disturbances around the injecting 
ports, the tracer concentration at the plane of injection could not be accounted 
for with reliability. Therefore, it was necessary to extrapolate experimental 
data from lower depths to determine the average concentration at zero level 
and thus determine the ratio of C a v / C 0 at any level. 
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In each case, the tracer concentration was markedly increased by adsorp
tion. Two major points emerged from the runs with adsorbable Freon-12: 

( 1 ) The adsorption was not in equilibrium. As the fluidizing velocity was 
increased, the value of ra that fitted the experimental data decreased. This 
conclusion was also reached by Kunii and Levenspiel. Solids were constantly 
mixed, and little time was provided for equilibrium. 

(2) There appeared to be a limiting value of m which corresponded to 
the critical fluidizing velocity. At this point, backmixing commenced, and for 
a given solid, the bubbles then were smallest at any given height because of 
the lower gas volume passing through the bed as bubbles. The low rising 
velocity therefore gave more opportunity for adsorption to occur. The value 
of / w = 1.50 was determined from non-adsorptive runs using Equation 3; use 
of this value in Equation 4 yielded m = 0.29, corresponding with UCTit/Umt = 
2.05. Extrapolation of ra at various fluidizing velocities showed this trend 
(Figure 5). 

31 1 1 ι ι ι ι ι ι 
0 1 2 3 4 5 6 . . 7 8 

Distance below tracer injector (in) 

Figure 7. Axial concentration profiles predicted by the model. 
Gradients are small for m ^ 5 and U/Umr ^ 7. 

The enhancement of backmixing by adsorption is also evident in Figure 6 
where results in terms of the apparent axial diffusivity for the tracer gas are 
plotted. DAX.G increases rapidly between the non-adsorptive and the adsorp
tive runs with the same distributor configuration. 

The equations describing the model were also used to predict the back-
mixing concentration profile of a tracer as a function of the adsorptivity of the 
solid (Figure 7). It is evident from Figure 7 that the concentration of a tracer 
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298 CHEMICAL REACTION ENGINEERING II 

injected at the top of the bed was almost uniform throughout the bed, when 
m > 5, U/Umt > 7. 

Conclusion 

Adsorption enhances the rate of backmixing and thereby promotes a more 
uniform concentration in the bed. This effect must be taken into account in 
models of fluid bed reactors. However, the model used here is based on adsorp
tive equilibrium, and the results suggest that this does not apply. However, 
when so many parameters are required it is possible that equilibrium does exist 
but that other parameters vary. Also, under diffusion-limited conditions, adsorp
tive transport will increase the net reaction rate. 

A fundamental difficulty in including adsorption in fluid bed reactor models 
is the more or less complete lack of required information on the catalytic chemi-
sorptive or adsorptive behavior. We scarcely have rate equations that represent 
the data, let alone tell us how much of each species is adsorbed on the surface. 
This comment applies to the steady state. The position is worse when we con
sider the unsteady-state behavior of a reaction occurring on a particle moving 
from the wake to the dense phase. A careful reactor study by Fryer and Potter 
(14) showed fairly good agreement between experiment and the countercurrent 
backmixing model without adsorptive transport. That study, however, used 
nonporous particles. 

Nomenclature 

A, B, C coefficients in Equations 14 and 17 
CB concentration of tracer in bubbles, lb /ft 3 

C B o concentration of tracer in bubbles at injection plane, lb/ft 3 

Cc concentration of tracer in cloud wake, lb /ft 3 

C P concentration of tracer in. dense phase, lb/ft 3 

C a v average concentration of tracer, lb /ft 3 

CQ average concentration of tracer at injection plane, lb/ft 3 

D column diameter, ft 
De bubble diameter, ft 
Ί) diffusivity coefficient, ft2/sec 
^AX,G apparent axial diffusivity of gas component, ft2/sec 
f w wake-to-bubble ratio 
g gravitational acceleration, ft/sec2 

H height of bed, ft 
K0 constant in Equation 3 
K B C gas transfer coefficient from bubble to cloud wake, sec - 1 

K^P gas transfer coefficient from cloud-wake to dense phase, sec - 1 

K$ solid exchange coefficient, sec"1 

m adsorption coefficient ( gram mole/cm 3 solid ) / ( gram mole/cm 3 

gas 
U superficial fluidizing velocity, ft/sec 
UA rise velocity of bubbles in a swarm, ft/sec 
Uh rise velocity of a single bubble, ft/sec 
Ucrit critical velocity at which backmixing starts 
UGB bubble gas velocity, ft/sec 
UGC cloud-wake gas velocity, ft/sec 
UGP dense phase gas velocity, ft/sec 
Um{ incipient fluidizing velocity, ft/sec 
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23. NGUYEN AND POTTER Gas Mixing in Fluidized Beds 299 

Greek Letters 
ε Β 0 fraction of solids in bubble 
ε Β fraction of bed made up by bubbles 
ε m f incipient voidage 
\ u λ 2 roots of the characteristic Equation 17 

Appendix 

Solution for Equation 14: 

λ ψ + Β * < μ + Ο ψ - 0 (14) dz dz dz 

If At 

KBC*B 

A2 — KcvtB -f- KB m 

Λ Λ Γ ι ι Κ&ΟΙΒΛ . UQCV 1 — emf Ί 

A4 -
τ τ Αχ Γ 1 — emf Ί 
UGC Τ Η m 

A 2 L emf J 

C/GP 1 m τ τ — 

Then A = A*Ab 

Β = A 8 A 6 + A2A4 

C = A 5 + A2 (A3 — Ai) = U > 0 

When backmixing takes place in the fluidized bed, UGP < 0; thus A < 0. 
Solution to Equation 14 is: 

and C B = ^ « λ,« -f £-2

 β λ2* _|_ e 3 2 + c 4 

λι λ 2 

where λ 2 < 0 < λι are roots of the characteristic equation 

At ζ = - C D , ^ I = 0 = 0 + Co β - λ 2 » -μ C 3 

ttZ _oo I 
The only solution is: 

C 2 = C 3 = 0 

Therefore C B = ^ ex*2 + <74 

At 2 = — co 

C B I =0 = 0 + C 4 
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Thus, CA = 0 

At ζ = 0 

Therefore, in general 
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Mathematical Modeling of the Sorption of 
Volatile Components in Newtonian, High-
Viscous Liquids with the Aid of Bubbling 

JOHANNES P. ROOS 

Corporate Research Department, Akzo Research Laboratories, 
Arnhem, The Netherlands 

With the aid of capillaries gas is bubbled through a viscous liquid 
contained in a vessel to add or extract some volatile components 
to or from the viscous liquid. A general mathematical model is 
presented for this sorption. Theoretical and experimental litera
ture data on bubble formation, velocity of rise, and mass transfer, 
especially with regard to viscous liquids are discussed. The 
results of lab-scale experiments for bubble behavior in polyiso-
butene (viscosity: 15-50 kgrams/msec) agree well with theoreti
cal predictions. The mathematical model was used to calculate 
the desorption rates of water and lactam from a nylon 6 melt, 
and these results agree well with data from pilot-plant measure
ments. 

This paper deals with a general steady-state sorption process. A diagram of 
a continuously operating, gas-liquid contacting reactor is shown in Figure 1. 

Liquid is fed at a volumetric flow rate V; gas is injected through η capillaries 
at a total volumetric gas flow rate G; and the temperature is constant through
out the reactor. The total amount of mass absorbed into or desorbed from the 
liquid is small compared wih the liquid mass. Thus, the liquid density and the 
liquid flow rate can be assumed to be constant. 

Consider a number of I components indicated as i = 1, 2, . . . , I. The 
concentrations in the liquid are cl. The liquid is described as an ideal mixer 
because in the lab-scale experiments (discussed below) liquid circulations 
induced by the rising bubbles were visible. The circulation time (about 1 min) 
is shorter than the liquid residence time (about 1 hr). If necessary, other types 
of flow patterns can easily be incorporated into the model. 

Let c1^ be the concentration of component i in the liquid feed, and let 
Ql(0) and Ç*(H) be the molar flow rates of component i in the bubble phase 
entering and leaving the liquid, respectively. The overall mass balances can 
be written as: 

c» V + (H) = c-m V + Q{ (0) (1) 

303 
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Figure 1. Continuous gas-liquid reactor 
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Figure 2. Rising bubbles with growth and horizontal coalescence 
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24. ROOS Sorption of Volatile Components 305 

Mass Balances in the Bubble Phase 

At the orifices N0 bubbles are formed per unit time. As a bubble rises, its 
volume changes because of hydrostatic pressure, mass exchange with the liquid, 
and coalescence with a neighboring bubble. Because of coalescence the num
ber of bubbles N(x) passing through a horizontal plane per unit time varies 
with the height χ (see Figure 2); N(0) = N0. Since coalescence between two 
bubbles is fast, we assume that it occurs instantaneously—i.e., at particular 
heights. Thus, both N(x) and the molar mass M 1 of component i in a bubble 
are discontinuous functions of x. However, the molar flow rate Q'1 of com
ponent i in the bubble phase, which satisfies 

= N(x) M* (2) 

is continuous. 
Let ν be the velocity of rise of a bubble; the number of bubbles per unit 

length then equals N(x)/v(x). Further, let Φι(χ) be the molar flow rate of 
component i passing from the liquid into one bubble having its center at height 
x. The amount of component i transferred per unit time from the liquid into 
the bubbles between the heights x1 and x2 is given by 

./"* φ ί w*« 
The mass balance for component i in the bubble phase now reads: 

Q[ (*«) - Q{ (χι) - χ f * 2 Φ1 (*) dx 

or, as a differential equation: 

ψ-Φ'ϊ (3) 
dx ν 

We define the coalescence function fc(x) : 

/ . ( * ) - ^ ) (4) 
No 

This function is discussed in detail under Coalescence. It can be assumed that 
the physical mass transfer between liquid and bubbles is determined by its 
resistance in the liquid phase (I). Let cl

int be the concentration of component 
i in the liquid at the bubble interface, d be bubble diameter, and kl be the 
coefficient of mass transfer; then 

Φ* = fc* χ d2 (c1 - chm) (5) 

It is assumed that at the interface between bubble and liquid the concentration 
in the gas phase ( c ^ ) is proportional to that in the liquid phase (cl

int) : 

i i i i 6 M i / A \ 

c ' i n t = m1 c ' gas = m1 (6) 

This equation defines the distribution coefficient ra*. Its relationship to the 
saturated vapor pressure P* of the pure component i can easily be derived from 
the ideal gas law and Henry's law: 
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306 CHEMICAL REACTION ENGINEERING Π 

pi = yi Pi £i (7) 

where p 1 is the partial vapor pressure, γ* is the activity coefficient of component 
i in the liquid, and xl is the mole fraction of component i in the liquid. 
Thus, 

where p is the liquid density, M is the molecular weight of the liquid, R is the 
gas constant, and Γ is the absolute temperature. Let Q be the total molar flow 
rate in the bubble phase—i.e., Q(x) = Σζ)ι(χ) (sum over all gases and vapors) ; 
the following equation relates bubble diameter d and total gas flow rate Q: 

Q - Ν P b I (9) 

where p b is the molar gas density. 
Using Equations 2, 4, 5, 6, and 9, Equation 3 can be written as: 

2ί-/·*·*,*?(β,-,",»Ι?) (10) 

The molar gas density p b depends on position x; from the ideal gas law and 
the hydrostatic pressure (see Figure 1) it follows that 

Β + ç>g(H-x) 
Pb = RT 

where Β is the pressure above the liquid, ρ is the liquid density, g is the accel
eration from gravity, and H is the distance between the orifices and the liquid 
level. The amount of component i fed through the orifices per unit time is 
known. The initial conditions for the system of differential equations (see 
Equation 10) therefore read: 

x « 0 Qi = Qi (0) = known (12a) 

Comparing Equations 9 and 12a, we note that 

0(0) = EQi (0) = G9b = No9hl do3 (12b) 
where d0 is diameter of the bubble formed at an orifice. Since we wish to 
describe sorption especially in high-viscous liquids, our discussion on bubble 
behavior is directed to viscous liquids. 

Bubble Formation 

Since narrow capillaries are used, the gas flow rate in a capillary does not 
vary with time because of the large pressure drop in the capillary [constant-flow 
conditions according to Davidson and Schiiler (2)]. There are three main 
physical models that describe bubble formation at an orifice. They have been 
developed by Van Krevelen and Hoftyzer (3), Davidson and Schiiler (2), and 
Kumar, Kuloor, and co-workers (4, 5,6). 

Kumar and Kuloor's model gives a good description of bubble formation 
under widely varying conditions (4, 5, 6). It leads to the following equation 
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24. ROOS Sorption of Vohtile Components 307 

for the diameter d0 of a bubble formed at an orifice in a liquid with a viscosity 
higher than 0.5 kg/msec: 

d0 = 2.36 f - V 4 (13) 

where G / n is the volumetric gas flow rate per orifice and ν the kinematic liquid 
viscosity. The coefficient 2.36 in Equation 13 has the value of 2.42 according 
to Van Krevelen and Hoftyzer (3) and 2.31 according to Davidson and Schiiler 
(2). 

For high-viscous liquids no literature data are available. Table I gives 
some experimental data on bubble behavior in molten polyisobutene. Some 
experimental details are given in the Appendix. The fifth column of Table I 
gives a value of 2.3 for the coefficient in Equation 13, which is in good agree
ment with the theoretical one. The diameter of a bubble formed at an orifice 
in a high-viscous liquid such as polyisobutene is two to four times larger than 
that of a bubble formed in a low-viscous liquid at the same gas flow rate. In 
other words, the production at a sufficiently high rate of small bubbles in high-
viscous liquids, which is desirable from the point of view of mass transfer, is 
not possible with the use of a simple capillary. 

Table I. Experimental Data on Bubble Behavior in Polyisobutene 
(see Appendix) 

M G/n Vb 
Expert- (kg/ (cm3/ do Con (cm/ 

ment msec) sec) (cm) stant" sec) Ratioc fc 

2B 40.0 2.18 2.26 2.27 1.61 1.07 0.39 
3 47.5 2.32 2.37 2.24 1.43 1.04 0.36 
4 24.0 2.37 1.99 2.22 2.30 1.19 0.46 
5 25.3 2.37 2.05 2.26 2.30 1.19 0.46 
6 31.0 2.35 2.15 2.26 2.01 1.15 0.44 
7 30.5 4.58 2.54 2.26 2.72 1.10 0.36 
8 15.5 2.40 1.85 2.30 3.12 1.21 0.50 
9 16.5 1.12 1.65 2.44 1.87 0.97 0.50 

10 31.2 2.35 2.16 2.26 2.06 1.18 0.46 
11 31.1 8.01 2.91 2.25 3.91 1.23 0.35 
12 31.0 11.30 3.19 2.26 4.97 1.29 0.39 
13 31.0 13.75 3.21 2.16 4.77 1.23 0.32 
14 28.0 0.92 1.73 2.35 1.35 1.08 0.49 
15 45.0 0.94 2.05 2.47 0.73 0.67 0.48 

° Constant in Equation 13, calculated. 
b Velocity of rise after one coalescence. 
c Ratio between the measured velocity of rise and the velocity calculated with the aid of 

Hadamard's Equation 18b. 

Bubble Behavior during Rising 

Since we are dealing with high-viscous liquids, we restrict ourselves to 
laminar flow. This means that the Reynolds number (Re) defined by 

Re = ^ (14) 
V 

is less than about 2. In low-viscous liquids bubbles behave like solid spheres: 
velocity of rise and mass transfer are described by the corresponding equations 
derived for solid spheres (see Equation 18a and 19a); these bubbles are called 
rigid interface bubbles. The same holds for sufficiently small bubbles in a high-
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308 CHEMICAL REACTION ENGINEERING II 

viscous liquid (7, 8, 9). Larger bubbles in a high-viscous liquid, however, are 
internally mobile. They are still spherical, but the gas inside them circulates 
(9); they are called free interface bubbles. 

Bond and Newton (7) have established a critical diameter d*: 

d* - 2jL (15) y 99 

where ρ is the liquid density and σ is the surface tension; they suggested that 
bubbles with a larger diameter (d > d*) have a free interface, and those with 
a smaller diameter have a rigid interface. Note that d* is about 0.1-0.5 cm 
for any liquid. Experimental data of Garner and Hammerton (9), however, 
show that Equation 15 can only be used as a first approximation. The Reynolds 
number corresponding to the critical diameter d* must be less than 2 so that 
the transition from rigid to free interface can take place under laminar flow 
conditions. This means that the fluidity number M satisfies: 

M « ^ > 10"2 (16) 
ça6 

where μ is the dynamic viscosity; this corresponds to a viscosity of 0.1 kg/msec 
or higher. The interface mobility of bubbles in laminar flow can thus be 
characterized as: 

M < 10~2: rigid interface 

M > 10"2, d < d*: rigid interface (17) 

M > 10~2, d > d*: free interface 

In the application discussed below the bubbles have a free interface, M being 
about 108 and the bubble diameter exceeding 1 cm. 

Velocity of Rise 

The velocity of rise ν of a rigid interface bubble satisfies the Stokes* 
equation: 

(18a) 

The gas density has been neglected because it is small compared with the 
liquid density. Details on the derivation of Equation 18a are given by Schlicht-
ing (10). For a free interface bubble (Hadamard-Rybczynski) the velocity of 
rise satisfies (11): 

(18b) 

There is enough experimental evidence to show that Equation 18a holds for 
low-viscous liquids. For liquids with viscosities of 0.1 kg/msec or higher, 
however, Equation 18b applies as shown in Table II. 

Table I gives some experimental data for molten polyisobutene. Column 
seven shows the ratio between the measured velocities and those calculated by 
Equation 18b. The measured velocity is too high, perhaps because of liquid 
circulations induced by the rising bubbles. This effect of liquid circulations 
on the velocity of rise of bubbles (12, 13) is not taken into consideration. 
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24. ROOS Sorption of Volatile Components 309 

Table II. Experimental Data on the Relation between Velocity of Rise and 
Diameter for Rubbles Rising in a Liquid with a Viscosity 

of 0.1 kg/msec or higher 

Liquid 

Sugar syrup 

V do ν 
cm2/sec) (cm) (cm/sec) Ratio" Reference 
122 0.4 0.11 1 (7) 
122 1.2 0.97 1 

(7) 

8.81 0.059 0.027 0.83 (U) 
9.95 0.088 0.048 0.75 
8.87 0.119 0.102 0.79 

10.0 0.42 1.1 0.77 (9) 
12.1 0.36 0.87 1.00 

(9) 

12.1 0.48 1.45 0.94 
12.1 0.24 0.37 0.99 

10.5 0.64 3.25 1 (15) 
21.6 0.37 1.41 1 
21.6 1.04 4.13 1 
23.0 0.54 1.05 1 
23.0 1.09 4.22 1 

1.46 0.21 2.5 1 (1β) 
1.46 0.38 8 1 
6.17 0.61 5 1 
6.17 0.87 10 1 

Oil (unspecified) 

Glycerol 

Dextrose/water 

Glycerol/water 

a Ratio between the measured velocity of rise and the velocity calculated with the aid of 
Hadamards Equation 18b. 

Mass Transfer 

Levich (II) has derived the following relations for mass transfer between 
bubbles and liquids in laminar flow. For rigid interface bubbles (Stokes' 
regime) : 

Sh = 0.65 P e 1 ' 3 (19a) 

For free interface bubbles (Hadamard's regime): 

Sh = 1.01 Pei/ 2 (19b) 

where Sh is the Sherwood number (kd/D), Pe is the Peclet number (vd/D), 
and D is the diffusivity. Other workers have derived similar equations with 
slightly different values for the coefficients (17, 18). The mobility of the 
bubble interface is characterized by Equation 17. Generally, Pe is large ( 1000 
or higher), so that mass transfer at a free interface is five times higher than 
that at a rigid interface. Recent experiments (15, 16) show that mass transfer 
between bubbles and liquids with viscosities of 0.1 kg/msec or higher does 
satisfy Hadamard's relation (Equation 19b). 

Coalescence 

Some studies of coalescence in liquids with viscosities up to 0.1 kgram/ 
msec have been reported (19, 20). As far as we know, however, they have 
not yet resulted in a description of coalescence which can be extrapolated to 
a viscous melt. 

Although it has been assumed that at any height the bubbles have the 
same diameter and velocity of rise, these quantities vary in practice. One 
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310 CHEMICAL REACTION ENGINEERING Π 

Liquid streamlines 

Figure 3. Initiation of vertical coa
lescence 

cause of coalescence is that the rise of a bubble is accelerated by the wake of 
a neighboring bubble( see Figure 3). The rise of bubble 2, which is attracted 
by the wake of bubble 1, is accelerated, and after some time the two bubbles 
coalesce. Lab-scale experiments with polyisobutene have shown that the first 
coalescence occurs at about 5-10 cm from the orifices, the second coalescence 
at about 70-80 cm from the orifices, followed by a third, a fourth and some
times a fifth coalescence. Figure 4 shows the relation between residence time 
and height of rise. The dots, where the velocity shows a jump, represent 
coalescence. These experiments show that coalescence is influenced by the gas 
flow rate and the viscosity. 

Since coalescence is complex and since the total rate of sorption is impor
tant, it seems reasonable to take coalescence into account by using an average 
value of the function fc(x), defined in Equation 4. Let xx, x2, . · . , xc be the 
heights χ at which the 1st, 2nd, . . . , cth coalescence occurs, and let x0 = 0, 
xc+1 = H, then 

/c (x) = 1 XQ < Χ < Χι 

« i χι < χ < Χ2 (20) 

= 2~c xc < χ < Xc+i 

The main effect of coalescence on the desorption is expected to be caused by 
an average value of fQ(x), which is called the coalescence factor / c, defined as: 
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/· = jj jH Ux)dx (21) 
From Equations 20 and 21: 

Λ = Σ (22) 

*~ R0sidmnC9 time (sec) 

Figure 4. Height of rise of a bubble vs. residence time for some experiments re
ported in Table I. A jump in the slope (i.e., velocity of rise) corresponds to coalescence. 

The coalescence factor calculated from lab-scale experiments with polyisobutene 
is given in Table I. For these experiments Jc lies between 0.3 and 0.5. We 
assume that the overall effect of the coalescences can be described by a single 
coalescence immediately at the orifices: 

Λ » 0.5 (23) 
Coalescence considerably influences the desorption rate. In fact, if coalescence 
is neglected, with fc = 1, the desorption rates predicted for the application 
discussed in the following section would be 80% higher than in the case of 
U = 0.5. 

The pilot-plant scale application to be discussed was run under process 
conditions similar to those of the lab-scale experiments (similar dimensions, the 
same capillaries, similar liquid viscosity). For this applicaton the use of Equa
tion 23 is therefore justified, but it is not known how accurately this equation 
describes coalescence for other process conditions. 

Application 

Our model was applied to the extraction of water and caprolactam from a 
nylon 6 melt by N 2 . Details about N 2 injection are given in the Belgian patent 
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0.4 
Rate of 
desorption 

(1Ô6xkmote/sec) 

0.3 

• 

m, 
r 

• = w ater 

• • ! * = caprolactam 

ι 1 
30 40 50 60 

• Ν2 injection (liters / h r, standard conditions) 

Figure 5. Influence of Nt injection on water and caprolactam desorption: measured 
and calculated results 

596,903 and in the British patents 987,963 and 1,004,558. We compare the 
extraction rates measured in pilot plant experiments with those calculated by 
the model which comprises Equations 1, 10, 11, 12, 13, 18b, 19b, and 23. 
Diffusivity, vapor pressure, and activity coefficients (Equations 24-29) were 
taken from other sources (literature, lab-scale experiments); these parameters 
were not adjusted on the basis of the results of pilot plant experiments carried 
out in a continuous reactor, which is shown in Figure 1. 

The process conditions (constant in each experiment) chosen were: 

pressure 
throughput 
residence time 
capillaries 
melt temperature 
polymer level 
N 2 injection 
water content 
caprolactam content 
viscosity 

atmospheric 
690 kg/day (about 8 cm3/sec) 
0.8-3.2 hrs 
see Figure 7, the same as in the lab-scale experiments 
2 4 5 ° - 2 8 0 ° C 
0.4-1.0 m 
4-90 liters/hr (standard pressure and temperature) 
0.06-0.24 moles/kg 
0.8-1.3 moles/kg 
ca. 40 kg/msec 

Since the melt viscosity is about 40 kg/msec, the relations describing the 
bubble behavior for high-viscous liquids can be used. We also used the fol
lowing parameters: 

water diffusivity D w 

caprolactam diffusivity D 1 

vapor pressure of pure water 

vapor pressure of pure caprolactam F 1 

activity coefficient of water y w 

activity coefficient of lactam γ 1 

= 5 X 10- 1 0m 2/sec (24) 

= 10~8 m2/sec (rough estimate) (25) 

= 105 exp( 12.53-^Y^) N/m 2 (26) 

= 10 5exp( 1 2 . 4 4 5 - ^ Ç i ) N / m 2 (27) 

1.2 

1.5 

(28) 

(29) 
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Viscosity. When Equations 13, 18b, and 19b are substituted into Equa
tion 10, the total desorption rate is proportionate to v" 1 / 8 ; this leads to the un
expected conclusion that with high-viscous liquids the viscosity has only a minor 
influence on the desorption rate. 

Diffusivity of Lactam. Because of the hydrophilic character of nylon 6, 
Van Krevelen (21 ) D w was estimated to be about 5 Χ 10"10 m2/sec. 

Diffsuivity of Lactam. Because of the hydrophilic character of nylon 6, 
Dl is expected to be larger than D w . Model calculations show that in this case 
caprolactam desorption is determined by vapor-liquid equilibrium and does 
not depend on the diffusivity of caprolactam. We do not quite agree with 
Nagasubramanian and Reimschluessel (22) who recently reported D w = 2.5 X 

107χ calculated 
difference in 
desorption 
(kmole/sec) 

on 
/ 

/ 

107χ calculated 
difference in 
desorption 
(kmole/sec) 
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—• 707x measurec 
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Figure 6. Measured and calculated differences in the water/caprolactam desorption 
for pilot plant experiments 
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10"8 m2/sec and D 1 = 8 X 10~12 m2/sec. Especially suspect, in our opinion, 
is their finding that caprolactam diffuses more slowly than water. 

Vapor Pressure of Water. Equation 26 is based on well-known data 
(steam tables) for the temperature range considered. 

Vapor Pressure of Lactam. Equation 27 is based on experimental data 
from others (23, 24 25). 

Activity Coefficient of Water in a Nylon 6 Melt. Equation 28 is based on 
data of others {24, 26, 27). 

Activity Coefficient of Caprolactam in a Nylon 6 Melt. Equation 29 is 
based on experimental data of others (24, 28). 

The mathematical model for the desorption of caprolactam and water con
sists mainly of two differential equations which have been integrated numeri
cally. Figure 5 shows the results of experiments in which all the process 
variables were kept constant, except the amount of N 2 injected; it also shows 
the calculated desorption rates. Figure 6 shows the results of many experi
ments; in these experiments, one process variable (polymer level or N 2 injec
tion), was changed. The calculated and measured differences in the desorption 
rates are shown in Figure 6. Generally, the calculated results of the mathe
matical model developed agree well with the experimental data obtained in the 
pilot plant experiments. 

Figure 7. Position of the capillaries 

Appendix 

Table I gives data from measurements done under the following condi
tions. Dry air was injected into a Plexiglass column (height 1.5 m, inner 
diameter 45 cm) through 6 capillaries (outer diameter 6 mm, wall thickness 
2 mm) with orifices positioned as shown in Figure 7. The column was filled 
with polyisobutene (density 900 kg/m 3 ); its temperature was set and con
trolled; the settings varied between 16° and 32°C. The total gas flow rate 
was set by a pilot valve and measured by a Rotameter combined with a pressure 
gage. The flow rates of the partial streams to each capillary were controlled 
by needle valves in a distributing box. These rates were not measured indi
vidually; while counting the number of bubbles at each capillary, the needle 
valves can be set sufficiently accurately. The data of Table I were obtained 
from streams of bubbles widely spaced (about 5 to 10 cm). Vertically attached 
to the column is a graduated rod for measuring the bubble diameter. 
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25 

A Numerical Investigation of Model 
Reforming Reactions Using Porous 
Bifunctional Catalysts 

R. A. AL-SAMADI, P. R. LUCKETT, and W. J. THOMAS 

Department of Chemical Engineering, University of Bath, 
Clavertown Down, Bath BA2 7AY, England 

The chemical kinetics of a reforming action were modeled for 
reaction in the presence of a bifunctional catalyst as compounded 
pellets containing both catalyst components and as a discrete 
mixture of separate pellets each containing only one component. 
Intraparticle and interparticle mass and heat transfer were con
sidered. For both models, no temperature gradients exist within 
the catalyst particles, and the major resistance to heat transfer is 
from fluid to catalyst particle. Reactors with a compounded 
catalyst were compared with those containing a mixture of dis
crete pellets. Highest yields occur for an optimally compounded 
catalyst with a constant composition in a single zone or as two 
different compositions in two successive zones. A compounded 
catalyst operating under non-isothermal conditions is relatively 
insensitive to catalyst composition. 

Catalysts used to reform petroleum naphthas often consist of two active 
components—one promotes hydrogenation-dehydrogenation, and the other 

promotes isomerization. A highly dispersed noble metal such as platinum on 
porous silica-alumina is such a catalyst and is called bifunctional. The fact 
that an optimum catalyst formulation might be desirable was first suggested 
by Gunn and Thomas (2) following experiments of Weisz and Swegler (2) 
and Weisz (3). Further theoretical work (4, 5, 6) showed that an optimum 
profile, in which the catalyst composition varied from one component at the 
reactor inlet through a mixed composition to the second component near the 
reactor exit, further enhances throughputs. If the product is further degraded 
or if the reaction stoichiometry is described by two consecutive reactions (the 
first reversible and the second irreversible), then a bang-bang profile (con
sisting of one catalyst component filling one portion of the reactor and the 
second component packed in the remaining reactor length or a second reactor) 
proves to be the optimal policy. The more pragmatic and easily prepared 
constant composition profile is a sub-optimal alternative which gives relatively 
high throughputs. 

316 
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25. AL-SAMADI ET AL. Model Reforming Reactions 317 

When the two catalyst components are contained within a compounded 
catalyst rather than packed in the reactor as a discrete mixture of particles, 
higher throughputs and yields are predicted, except for those situations de
manding a bang-bang solution when discrete particles are necessary. Jenkins 
and Thomas (7) determined the kinetics of reactions involved in the aromatiza-
tion of methylcyclopentane; they computed the optimal composition profile 
for a mixture of discrete particles and compared this with work where the 
optimal policy was deduced by a hill climbing Simplex procedure. The ex
perimental optimal profile agreed remarkably well with the computed optimal 
profile; hence it is not unreasonable that the theory, formulated for conditions 
where the reactor is isothermal and intraparticle mass transfer resistance 
negligible, can predict an optimal catalyst composition profile for certain 
reactions within an isothermally operated reactor. Mendiratta et al. (8) and 
Glasser and King (9) have since extended the theory to include kinetics other 
than pseudo-first order. 

We investigated the effect of non-isothermal conditions and resistance to 
transport on reactors packed with bifunctional catalysts to establish those 
circumstances for which optimum policy decisions lead to substantially im
proved throughputs. 

Transport and Reaction in Bifunctional Catalyst Pellets 

The two catalyst components can be present as a discrete physical mixture 
of separate particles or as composite particles, each particle containing both 
active components. Since the latter arrangement is the way bifunctional cata
lysts are normally used, we first consider typical reforming reactions (e.g., 
those which occur during the aromatization of methylcyclopentane) in contact 
with composite catalyst pellets containing an active hydrogenation-dehydro-
genation agent and an active isomerization agent. 

Figure 1. Kinetic model for a compounded catalyst 

Composite Pellets. Chemical kinetic and infrared studies (10, 11) estab
lished that reforming reactions can be represented in terms of stoichiometric 
steps, each described by a pseudo-first-order rate constant. The route which 
is followed on a composite catalyst such as highly dispersed platinum sup
ported on fluorinated alumina differs somewhat from that reported (7) for 
discrete pellets, probably because of cooperative effects between the two 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

02
5

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



318 CHEMICAL REACTION ENGINEERING II 

catalyst components. For such composite catalysts the chemical kinetics may 
be described by the model in Figure 1 where A, B, D, F, and Ε refer to methyl-
cyclopentane, methylcyclopentene, cyclo-l-hexene, benzene, and cracked prod
ucts, mainly C 4 paraffins. The active catalyst component which promotes each 
step is either platinum (X) or fluorinated silica-alumina (Y). The final product 
F can be formed directly from the intermediate Β because of a cooperative 
effect between the two catalyst components acting collaterally, or it can come 
indirectly from D by isomerization of B. 

If we define the specific rate constant for a given stoichiometric reaction 
step on the basis of unit surface area of the component catalyzing the step, 
then if that reaction occurred in a catalyst pellet compounded from two such 
catalyst components, the rate constant is necessarily modified by a factor 
equal to the ratio of the surface area of the active component to the total 
active surface area. We define ε as the ratio of the specific surface area of X 
to the sum of the surface areas of X and Y. Hence, referring to the kinetic 
model (Figure 1), the specific rate constant for A -» Β in a compounded cata
lyst would be skl9 and for Β ^ D it would be (1 — ε)& 4 . The cooperative 
effect apparently implicit in Β -» F would best be represented by the kinetic 
constant ε ( 1 — s)k7 since the total effect (II) appears to be greater than the 
sum of its parts. Other kinetic constants can be written from the model. 

We can now write the differential equations describing the mass and heat 
dispersion within a spherical porous composite catalyst pellet. For a fully 
distributed parameter model of the pellet the differential mass balances for 
components A, B, D, and F are: 

§ à (Ri SO - + k ^ + =0 ( 1 ) 

ê in (R2 §0 + (1 ~ e)fc,°B ~ 1(1 ~ e ) k ° + efc , iCD = 0 ( 3 ) 

& h (β2 S ) + e(1 ~ s ) î ; , C b + efceCi> = 0 ( 4 ) 

§ | ^ ( β 2 | ^ ) + ε ί ( - A f f 3 ) f c 3 C A + ( - A f f „ ) ( * i C A - fc2CB) + (- Δ # 6 ) λ · „ Ο ο } 

+ (1 - €)(- A#4 S)(A-4CB - fcSCD) + ε(1 - e)(- AH7)hCB = 0 (5) 

k< = Arexp (=£p) (6) 

Boundary conditions which are applicable and which account for interparticle 
transport effects are: 

^ = ΘΣ « ο at R = 0; i = A, B, D, and F (7) 
dit oil 

D* d_ 
R2 dR 

De = hjy (Cit - Ci)] 
at R = Re) i = A , B, D, and F (8) 
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Figure 2. Composition and temperature profiles within a compounded 
catalyst pellet. Curve 1, concentration profile of A; curve 2, of B; curve 3, 

of D. Curve 4, temperature profile. 

By solving the above equations, effectiveness factors for the pellet can be 
computed by comparing the rate of formation of a given component of the 
reaction mixture in the presence of transport effects with the corresponding 
rate in the complete absence of transport effects. In terms of the initial reactant 
A, the effectiveness factor of A is 

3 hj> ((?Af — CAB) / q \ 
V #8{e(/c, + kz) CAf - e/c2CBf) K ) 

where subscript S refers to conditions at the exterior surface (R = Rs). Highly 
non-linear two-point boundary value problems similar to that represented by 
Equations 1-8 can be solved efficiently by an iterative implicit finite difference 
method using a well established algorithm to effect a decomposition and sub
sequent solution of the tridiagonal matrix resulting from the central difference 
approximation to the problem (12, 13). In solving the problems posed here 
we found that convergence was not possible without the use of double precision 
arithmetic, undoubtedly because of the extremely interactive nature of Equa
tions 1-8. 

Typical computed concentration and temperature profiles within the pellet 
are given in Figure 2. The most striking result is that temperature gradients 
are virtually absent within the pellet. In view of the overall endothermicity 
of the conversion of methylcyclopentane to benzene and cracked C 4 paraffins, 
this is not surprising. Nevertheless, the step in which cracking occurs (A -> E) 
is sufficiently exothermic to cause appreciable heat release within the pellet. 
However, the pellet behaves isothermally, and any resistance to heat transfer 
does not reside within the pellet. This result, for a particular system, agrees 
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Pure Y 

Figure 3. Effectiveness factor as a function of catalyst com
position (compounded pellets). Curve 1, fluid temperature 

720°K; curve 2, 770°K; curve 3, 820°K. 

well with the general thesis of Beek (14) and Irving and Butt (15) which 
states that except for the most extreme operating conditions and the most 
exothermic reactions, the major resistance to heat transfer is from particle to 
fluid. 

Thus, we can replace Equation 5 with an appropriate algebraic heat 
balance over the fluid film surrounding the apparently isothermal particle, 
considerably reducing the computational effort. The uniform temperature TB 

of the catalyst particle, which will differ from the fluid temperature T f , must 
satisfy the heat balance equation.. 

TB = Tt + ψ [αϊ + (α 2 + α,) α 4 (C Af - CAS) + (αϊ + α 2 + α 3) (C Bf - CES + (10) 
CDÎ — CDS) + (αι + « 2 + αζ<Ζξ>) (CFÎ — CFS)} 

where 
( - Affijfci + ( - AHz)kz 

(H) 

α 3 = 

(ki + h*) (ε(1 - ε ) ( - AH7)k7 + (1 - ε ) ( - AH4b)k4 - ε ( - AF ï 2)fe 2} 
ε&2Λ;3 

k7(ki + kz) {(Ι - ε ) ( - AHu)k5 - ε ( - AHi)k<{ 
ékïkzkt 

ki 
ki + kz 

a5 = 
ε(1 - e)fc7(*i + ki) + ek2k3 

ε(1 - β)Λ 7(*ι + kz) 

(12) 

(13) 

(14) 

(15) 
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Solution of the set of simultaneous differential mass balance Equations 
1-4 together with the algebraic heat balance given by Equation 10 therefore 
solves the problem of estimating concentration profiles within the pellet and 
thereby allows the effect of catalyst composition to be expressed in terms of 
the ε. Because the pellet is regarded as isothermal and the differential equa
tions are linear, Equations 1-4 can now be solved analytically (tedious), or 
eigenvalues can be sought numerically. Double precision arithmetic was used 
for all computer programs. Pellet temperature can be found by iterating 
Equation 10. Figure 3 shows the effect of catalyst composition on the pellet 
effectiveness factor η for three fluid temperatures. No reaction is possible 
if only component Y is present in the composite particle; thus η is indeterminate 
for ε = 0. The decrease in effectiveness factor with increasing amount of 
catalyst component X is explained by the corresponding increase in reaction 
rate and the concomitant increasing influence of molecular diffusion which 
eventually becomes limiting. This point is made clearer by the curve in Fig
ure 4 which shows the influence of temperature on the effectiveness factor. As 
expected, the effectiveness of the pellet is reduced as the temperature increases 
because of the greater importance of intraparticle transport. The first flat 
portion of the curve represents a region of chemical control whereas the por
tion of the curve at fluid temperatures greater than ca. 1100° Κ signifies rate 
control from molecular diffusion. Clearly it is desirable for a pellet to lie 
somewhere between these values of the reaction rate and the effectiveness 
factor. 

Discrete Pellet Mixtures. To compare the performance of a reactor con
taining composite catalyst pellets with one containing a mixture of discrete 

1-0 

0 . 8 -

0.6 — 

0.4-

0 . 2 -

300 500 700 900 1100 1300 

Figure 4. Effectiveness factor as a function of fluid tempera
ture for compounded pellets of composition e = 0.5 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

02
5

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



322 CHEMICAL REACTION ENGINEERING Π 

catalyst pellets, we briefly consider the form of the pellet equations for the 
same reforming reaction, but we use components X and Y in separate porous 
particles. Thus the platinum might be dispersed, for example, within inert 
porous carbon on silica particles whereas the fluorinated silica-alumina would 
exist as distinct discrete particles without platinum. For a mixture of the two 
components the overall composition is expressed as the volume fraction of 
reactor space occupied by type X particles. The differential mass balance 
equations and the algebraic heat balance can be written by similar considera
tions to that for the compounded catalyst except that, for a discrete mixture 
of particles, balances must be written for both X and Y type particles and 
the kinetic terms would not contain a fraction describing the catalyst com
position. The effective diffusivities for both types of particle are taken as 
identical. The kinetics differ mainly because there is no possibility for any 
cooperative effect between the two types of catalyst sites now present in dif
ferent particles rather than the same particle. With these differences the par
ticle differential mass balance equations can easily be written for the kinetic 
scheme postulated by Jenkins and Thomas (7) for discrete mixtures of pellets. 
We consider the scheme (Figure 5) in terms of their kinetic model where the 
side product C is methylcyclopentadiene not formed in any significant quantities 
if composite pellets are used. The differential mass balance equations for par
ticles containing component X are: 

γ 
χ 

*7 

X 

k7 
Y 

•10 

Figure 5. Kinetic model for discrete mixture of 
catalyst pellets 

(16) 

(17) 

(18) 

(19) 

(20) 
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25. AL-SAMADI ET AL. Model Reforming Reactions 323 

At R = 0, ^ = 0; i « A,B,C,D, and F. (21) σ/ι 

At β = R 8 , De ^ « ftD(Cif - C<); t = A,B,C,D, and F (22) 

For type X particles, assuming no temperature gradients within the pellet, the 
particle temperature T x is given by the heat balance 

T x . T i + ^ {(- AffiO(CAf - CAS) - (- A£TM)(CCf - Ces) (23) 
Λ + ( - A # 7 ) ( C D I - CD8)} 

The differential mass balance equations for particles of type Y is: 

w à (β2 w) + k>c» =0 (24) 

W JR (Ri m) ~ (ki + ka) Cb + fceCc + fceCo = ° (25) 

w h (β2 w) - fc'Cc -0 (26) 

ft k (β2 S) + *>Cb - (*« + fcl»)0D - 0 (27) 

(β2 S) + fcioCD = 0 (28) 

subject to the boundary conditions 

De d_ 
m dR 

R = ο, ^ = 0; i = A,B,C,D, and F (29) 

O i l 

R = Λ 8 , Z>41^ = /iD(Cif - CO; i = A,B,C,D, and F (30) 

while the heat balance for type Y particles is: 
TY = T{ + ^ (a6(CBf - CBS) + a7(CCf - Ces) + a8(CDf - CDS)} (31) 

where 

a 6 = {(Aff„)(fcefc8 + kskio) + [(- AHb«) + (- AH7)]-kbk1Q} / « . (32) 

a 7 = 1 ( Δ Η 1 2 ) ( ^ 8 + * * ι ο ) + α 9 ( Δ ^ 3 4 ) + [ ( - Δ # δ 6 ) + ( - àH7)]kbkl0} / a 9 (33) 

a 8 = | ( Δ # 1 2 ) - ( - Δ#5 6)} — + (" Δ # 7 ) α 1 0 (34) 

α 9 = fcefcg + kjcio -f kskiQ (35) 

^5^6^10+ kekskio -f fcsfcio2 + k&kio2 

ks2k& - f ksktkio + 2fc6^8fcio -j- &5&io2 + W i o 2 

(36) 

Solution of Equations 16-36 gives the concentration profiles and tempera
ture within each type of catalyst pellet. We do not present the solution sepa
rately but utilize the equations in conjunction with the reactor equations below. 
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324 CHEMICAL REACTION ENGINEERING II 

Performance of a Reactor Containing Bifunctional Catalyst Pellets 

We consider a single reactor, of tube diameter dt, packed with catalyst 
pellets and make the usual simplifying assumptions that plug type flow 
obtains, that the length L of the reactor is considerably greater than 100 par
ticle diameters, that there is no radial or longitudinal mass or heat dispersion, 
and that the resistance to heat transfer from reactor to heating fluid is only 
near the tube wall and can be described by a lumped parameter modified 
heat transfer coefficient h'w. With these assumptions the general mass and 
heat balance equations for the system are: 

eu^il « - Njt j = A,B.... (37) ζ 

euPcp - - Nh + ^ (Th - Tt) (38) 

in which e is the bed porosity, T h is the constant heating fluid temperature 
and where, for a reactor packed with composite pellets, 

while for a discrete mixture of pellets it is: 

», . + » „ . S L-a j . + α - ο (SU « 
assuming the particle radii to be identical. The heat flux Nh in Equation 38 
is defined as 

Nh = 8 ( 1 ~ e ) h (Τ, - T) (41) 

for a compounded pellet, but for a discrete mixture of pellets it is: 

Nh = 3 ( 1 ~ Φ [Tt - εΤχ - (1 - ε)Τγ] (42) 

The initial conditions apposite to Equations 37 and 38 are those corre
sponding to the entrance to the reactor—viz., 

ζ = 0, C î f = C î f o , T{ = Tf 0 (43) 

Table I. Kinetic Data for Compounded Catalyst 

Catalyst Numerical 
Reaction Step Component Index 

A —• Β Χ 1 
Β A Χ 2 
A ^ B Χ 12 
A —» Ε Χ 3 
Β —> D Υ 4 
D —> Β Υ 5 
Β — D Υ 45 
D ->F Χ 6 
Β -> F Χ + Υ 7 

A , - 1 sec Ε, kcal/mole AH kcal/mole 

5.848 Χ 1010 39.88 
63.38 8.99 

25.28 
1.85 Χ ΙΟ12 49.03 -11.82 

5.73 8.66 
1.52 Χ ΙΟ2 9.81 

1.12 
1.386 Χ 1010 34.32 22.79 
2.25 Χ 1013 47.72 23.91 
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25. AL-SAMADI ET AL. Model Reforming Reactions 325 

To solve the two non-linear simultaneous Equations 37 and 38 over the 
entire reactor length, an initial value method was used. The Runge-Kutta-
Merson algorithm was satisfactory. Double precision arithmetic for computer 
programs was essential to produce a convergent solution. Data used in com
puting reactor performance when the reactor is packed with a composite 
catalyst are given in Tables I and II. Kinetic data corresponding to a discrete 
mixture of catalysts are given in a previous publication by Jenkins and Thomas 
(7). Fluid conditions, voidage, effective diffusivity, and particle size were 
assumed the same for both sets of computations. 

Table II. Parameters Used in Computations 

Symbol Magnitude Symbol Magnitude 

C A Î O 0.000149 gram mole/cm3 / ivv 0.0005 cal/cm2/sec/°K 
Cp 0.35 L 360 cm 
De 0.004 cm2/sec RB 0.20 cm 
dt 15.0 cm Th 2200°K 
h 0.001 cal/cm2/sec/°K u 40 cm/sec 

4.0 cm/sec ? 0.014 gram/cm3 

Typical concentration and temperature profiles in the reactor are illus
trated for one packed with a compounded catalyst (Figure 6) and one packed 
with discrete separate particles of each catalyst component (Figure 7). For 
compounded catalysts the most significant kinetic step is that which displays 
a cooperative catalytic effect. This has also been confirmed experimentally. 
Similar curves computed in the absence of mass and heat transfer effects 

Figure 6(a). Profiles of fluid concentration and temperature along an 
isothermal reactor (compounded catalyst, no mass and heat transfer effects). 
Curve I, concentration of A; curve 2, of B; curve 3, of D; curve 4, of F. 

Curves 5 and 6, temperature of fluid and solid. 
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326 CHEMICAL REACTION ENGINEERING II 

indicate that the rate of benzene (F) production using a compounded catalyst 
is less than that using separate discrete particles and is reflected in the kinetic 
data (Table I and Ref. 7). The explanation of this fact appears to be that the 
formation of methylcyclopentane (B) is considerably enhanced on separate 
particles where there is no second constituent diluting or interacting with the 
component responsible for catalyzing its formation. 

For non-isothermal reactors the minimum in the temperature profile is 
less for composite pellets than for discrete mixtures of pellets because for all 
positive values of the catalyst composition ε, the compounded catalyst pellets 
remain at a higher temperature than discrete mixtures of pellets. This differ
ence in pellet temperatures arises because the overall heat transfer resistance 
is less for compounded pellets than for discrete mixtures of pellets, and the 
overall endothermicity is less. 

Z / L 

Figure 6(b). Profiles of fluid concentration and temperature along a non-
isothermal reactor (compounded catalyst). Curve 1, concentration of A; 
curve 2, of B; curve 3, of D; curve 4, of F. Curve 5, temperature of fluid; 

curve 6, temperature of solid. 

The closer the catalyst composition approaches ε = 1, the more likely 
temperature runaway is. In the limit, because heat is supplied to the reactor and 
the chemical steps producing cracked products generate more heat than is 
absorbed by methylcyclopentene (B) formation, the catalyst pellets become 
excessively hot with no possibility of heat removal in the absence of reactions 
catalyzed by the second component. Benzene yield as a function of catalyst 
composition shows that for composite pellets the maximum benzene (F) yield 
is obtained when ε = 0.5-0.6; we regard this as an optimum constant com
position for a non-isothermal reactor containing composite pellets. 
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25. AL-SAMADI ET AL. Model Reforming Reactions 327 

Figure 7(a). Profiles of fluid concentration and temperature along an iso
thermal reactor (discrete mixture of catalyst pellets, no mass or heat transfer 
effects). Curve 1, concentration of A; curve 2, of B; curve 3, of C; curve 4, 
of D; curve 5, of F. Curves 6, 7, and 8: temperature of pellets X, fluid, 

and pellets Y. 

Comparison of performance for various classes of reactors packed either 
with the optimum composite pellet composition (Figure 8) or with the opti
mum mixture of discrete pellets (Figure 9) indicates that the lowest yields 
are obtained with an adiabatic reactor (curve 1), and the highest with an 
isothermal reactor. This of course is the result of the overall endothermicity 
of the reforming process. When interparticle and intraparticle mass transfer 
are unimportant and isothermal conditions prevail (curve 5), the highest 
yields are predicted for discrete mixtures of particles. The difference in yield 
is so striking that it is probably worth the inconvenience of arranging the 
reactor packing to conform with the optimum catalyst composition for a discrete 
mixture of particles. The larger yield can only be the result of the different 
kinetics between the two systems; if the kinetic models were identical, greater 
yields would be obtained if the two catalyst components were in compounded 
form; then the overall effect of interparticle resistances would be less because 
intermediate products would not have to be transported from one type of 
particle to another. This has been demonstrated ( I ). The reverse is true for 
an isothermal reactor operating where there is appreciable intraparticle diffu
sion (curves 3 and 4). There, resistance to mass transfer in a mixture of 
discrete particles is much greater than for a system of composite particles. 
Thus, despite the kinetics favoring a higher yield for a reactor packed with 
discrete particles, if mass transfer effects are liable to be important, the opti
mum composite catalyst preparation will be superior. This superiority is ex
aggerated further if heat is supplied to sustain the reaction (curve 2). 
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328 CHEMICAL REACTION ENGINEERING II 

Optimum Composition Profiles 

While solution of the particle and reactor equations for given values of 
the catalyst composition enables one to compute an optimum composition, such 
a maximum is constrained in the sense that ε is fixed and constant over the 
entire reactor length. In principle an unconstrained optimum profile can be 
computed by solving the particle and reactor equations coupled with the 
objective function 

subject only to the constraint that Ο < ε < 1. 
Such a problem, as defined above, requires an inordinately lengthy com

putation, and with the computing equipment available (ICL 450) it was an 
uneconomical exercise. The problem was therefore reduced to one which would 
demand no more than about 30 minutes of the central processors time. Thus 
it was only possible to seek optimum catalyst composition profiles where the 
overall reaction rate is controlled by chemical reaction. Nevertheless, useful 
comparisons can be made between isothermal, adiabatic, and non-isothermal 
conditions in reforming units packed with a composite catalyst of moderate 
activity and for which the rate is limited by the chemical kinetics rather than 
mass and heat transfer effects. 

A quasi-homogeneous reactor model was adopted for computing catalyst 
composition profiles. This implies that, apart from the assumptions concerning 

Figure (7b). Profiles of fluid concentration and temperature along a non-
isothermal reactor (discrete mixture of catalyst pellets). Curve 1, concentra
tion of A; curve 2y of B; curve 3, of C; curve 4Z of D; curve 5, of F. Curve 6, 

temperature ofpellets X; curve 7, of fluid; curve 8, of pellets Ύ. 

(44) 

Z / L 
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25. AL-SAMADI ET AL. Model Reforming Reactions 329 

the neglect of radial and longitudinal dispersion terms, particle effectiveness 
factors are unity and that the state equations for the optimization can be 
written by replacing the flux derivatives in Equations 1-5 with the appropriate 
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330 CHEMICAL REACTION ENGINEERING II 

L O T 

Figure 9. Yield of benzene as function of catalyst composition (discrete 
mixture of pellets). Curve 1, adiahatic; curve 2, non-isothermal; curve 3, 
isothermal, intra- and inter particle mass transfer resistances finite; 
curve 4, isothermal, no film mass transfer resistance; curve 5, isothermal, 

chemical control. 

concentration or temperature derivatives with respect to contact time. These 
state equations are: 
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-4 = fi',j - Α,Β,ϋ,Ε, and i = 1,2,3,4. 

where the fi are the kinetic terms in Equations 1̂ 4 and f5 corresponds to the 
product of kinetic and heat of reaction terms as defined in Equation 5. The 
optimum seeking procedure used in this work is the Maximum principle of 
Pontryagin. Thus a system of adjoint equations is defined by 

dt ~ nlil\dxi) 

where x% and the Cj or Τ correspond to i = 1,2,3,4 or 5. The Hamiltonian 
function 

Η [·(«)] - Σ *fi 
i = l 

must then be a maximum and constant value over the range 0 < t < θ to 
satisfy the maximum principle and e(t) chosen so that this condition is satisfied. 
The computational procedure has been documented (16) and is applied to 

l - O ir-, , 

Figure 10. Optimum catalyst composition profiles (compounded 
catalyst, kinetic control). Curve 1, initially assumed ramp profile; 
curve 2, initially assumed constant profile; curve 3, optimum profile 
for isothermal reactor; curve 4, optimum profile for adiabatic 

reactor. 
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332 CHEMICAL REACTION ENGINEERING II 

this problem. It entails the assumption of an initial profile which is updated 
at each iteration cycle by adding the term KdH/de (where Κ is an arbitrary 
constant whose magnitude will ensure convergence) to the most recently com
puted profile. 

Figure 10 illustrates the computed optimal compounded catalyst com
position profile for an adiabatically and an isothermally operated reactor in 
which chemical kinetic control dominates the conditions. Essentially the same 
optimum profile was reached in five iterations whether the initial profile was 
constant or a ramp function. Since the maximum yield in the adiabatic case 
only amounts to 1.4% even when the optimum is unconstrained, clearly an 
adiabatic reforming reactor should never constitute a design choice. The 
character of the optimal profile is quite different for an isothermally operated 
reactor as is clear from curves 3 and 4 in Figure 10. An isothermal optimum 
profile could be emulated in practice by operating two beds in series; one 
would be short and contain only the platinum component while the second 
would contain a compounded catalyst of constant composition (with ε 0.55 
for the parameters pertaining to this example). For such an isothermally 
operated reactor the desired yield is as high as 73.5%. 

Perhaps the most revealing result is that obtained for a non-isothermal 
reactor. Figure 8 shows that the maximum constant composition (curve 2) is 
ill defined; this is also reflected in the results obtained when seeking the opti
mum composition profile along the reactor length. Whether one begins the 
computation with a constant or ramp profile, the final yield computed after 
as many as 30 iterations hardly differs from that obtained using the initially 
assumed profile. We thus conclude that a reforming reactor operated non-
isothermally in the chemically controlled region and which contains a com
pounded catalyst preparation is insensitive to the catalyst composition for a 
fairly wide range of ε. 

Nomenclature 

A methylcyclopentane 
Ai Arrhenius factor for species i, T'1 

Β methylcyclopentene 
C methylcyclopentadiene 
cO average specific heat of fluid in reactor 
c, concentration of chemical component /, M L 3 

D cyclo-1 -hexene 
De effective diffusivity, L2Tl 

dt tube diameter, L 
Ε C 4 paraffins 
Ει activation energy for species i, L2T~2 

e void fraction of bed 
F benzene 
h fluid to solid heat transfer coefficient, ML'2!1 

hO fluid to solid mass transfer coefficient, LT1 

hw wall heat transfer coefficient, M L " 2 T _ 1 

h'w modified wall heat transfer coefficient, M L " 2 T _ 1 

4 + N u w 

Κ arbitrary constant used to seek the optimum 
Ke effective thermal conductivity of solid, ML~lT~l 

Kt radial thermal conductivity of fluid, ML1!1-1 
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kt kinetic rate constant for chemical component i, T1 

L reactor length, L 
Nj molar rate for component ;', M L ~ 3 T _ 1 

Nh heat transfer rate, M L - 1 T " 3 

N u w (= d t / i w /K f ) wall Nusselt number 
R pellet radius variable, L 
K g universal gas constant, L 2 T " 2 ( ° K ) _ 1 

Rs pellet radius, L 
Τ particle temperature, °K 
Tb heating fluid temperature, °K 
T{ fluid temperature, °K 
T s temperature of compounded pellets, °K 
T x temperature of pellets of type X, °K 
Τ γ temperature of pellets of type Y, °K 
u velocity of fluid in tube, LT'1 

X platinum catalyst component 
Y fluorinated silica-alumina catalyst component 
ζ reactor length variable, L 
( —AH) heat of reaction, L2T~2 

Subscripts 
f conditions in the fluid 
fo conditions in the fluid at reactor inlet 
f L conditions in the fluid at reactor outlet 
i, ; indices used to identify chemical components and kinetic constants 
S conditions in the solid 
X pertaining to platinum catalyst 
Y pertaining to fluorinated silica-alumina catalyst 

Greek Symbols 
a constant defined in text 
ε surface area fraction (for compounded pellets) or volume fraction 

(for discrete pellets) of catalyst component X 
η effectiveness factor 
Θ reactor holding time, Τ 
p fluid density, M L " 3 
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Dispersed Flow Reactors with Sections 
of Different Properties 

WOLF-DIETER DECKWER and ENNO A. MAEHLMANN 

Institut für Technische Chemie, Technische Universität Berlin, 
Strasse des 17. Juni 135, 1 Berlin 12, Germany 

A liquid phase reactor divided into three sections with different 
properties was studied. When applying the axial dispersed plug 
flow model and the Wehner-Wilhelm boundary conditions at 
section boundaries, the measured conversion properties deviated 
remarkably from those calculated for the model. However, when 
the model equations were integrated with the Danckwerts boun
dary conditions, which admit the occurrence of concentration 
jumps at section boundaries, the calculated conversions agreed 
with the experimental values. 

Commercially important chemical reactors are frequently divided into sections 
with different properties, such as reaction rates, flow velocities, or disper

sion coefficients. Sections are used so that reactor volume as well as installment 
costs can be minimized. Since heating and cooling equipment can cause dif
ferent cross sectional areas of the reactor, the flow velocities and the dispersion 
coefficients may be changed. Particularly in catalytic reactors, the amount of 
catalyst used and the manner in which the catalyst is packed can be varied 
with reactor length. 

To describe those reactors with zones of different properties, Langemann 
and Kolbel (I) proposed a model which can be regarded as an extension of 
the treatment of the boundary conditions of the axial dispersed plug flow model 
of Wehner and Wilhelm (2). 

Boundary Conditions of Axial Dispersed Reactors 

Wehner and Wilhelm (2) presented a profound analysis of the boundary 
conditions of flow reactors with dispersion, which Danckwerts (3) suggested 
originally. Danckwerts derived the boundary conditions by assuming that the 
mass flow must be continuous at reactor boundaries. Wehner and Wilhelm 
included in their analysis a semi-infinite fore and aft section as well as the 
reaction zone—a concept which had been applied by Damkohler (4, 5). Each 
zone was characterized by different dispersion coefficients. The mass balance 
equations of the three zones were simultaneously solved with a first-order 
reaction taking place in the reaction zone. The equations were solved by 
applying the condition of continuity of mass flow at the boundaries between 
the zones and by assuming that the concentrations would be continuous near 

334 
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26. DECKWER AND MAEHLMANN Dispersed Flow Reactors 335 

any point. By introducing this assumption, it was possible to avoid concentra
tion jumps at the entrance boundary of the reaction zone. Wehner and Wil-
helm showed that the concentration profile in the fore section depended on the 
parameters of the reaction section. This back effect is discussed later. 

The Wehner-Wilhelm treatment was adopted by van der Laan (6) to 
derive moments of the one-dimensional dispersion model, and this model was 
examined by van Cauwenberghe (7) for the unsteady state. Using theoretical 
considerations, Bischoff (8) showed that the conclusion of Wehner and Wil-
helm was correct for reactions of any order. In subsequent publications, Leven
spiel and Bischoff (9, 10) extensively used the Wehner-Wilhelm boundary 
conditions which had been denoted to be "true in general" (8). Standart (11) 
critically discussed the boundary conditions of dispersed flow reactors from the 
point of irreversible thermodynamics. He concluded that it was not necessary 
for the concentration to be continuous at the boundary surface, in general. 

Figure 1. Tubular flow reactor subdivided into sections with different properties 

Model for Reactors Subdivided in Sections 

Returning to reactors with different properties from section to section, 
Langemann and Kôlbel (J) divided the reaction zone into three parts, each 
having different dispersion characteristics, flow velocities, and reaction rates. 
Their concept is illustrated in Figure 1, where A, B, and C are the reaction 
sections. No dispersion exists in the entrance and exit section; the properties 
of each section are assumed to be constant. For further convenience, each 
section is isothermal, and no volume changes are considered. The mass balance 
equations for component i are in dimensionless form: 

χ A <ffCi 
PeA dx2 

XB — XA d2d 
PeB dx2 

1 - XB d2d 
Pec dx2 

dCi 
dx 

dCi 
dx 

dCi 
dx 

OBLA 

XA 

D a B 

/ A ( 0 - 0 

/B(C) 
XB — XA 

D a c 

0 ζ χ ζ XA (1) 

XA ^ x ^ XB (2) 

1 — XB 
fc(C) = 0 XB ζ x ζ 1 (3) 

The concentrations are reduced to the entrance concentration c i a , Ci = C J C Ï 9 L . 

The Peclet number and the Damkohler group relate to the sections. The term, 
f(C), designates functions of the concentrations which depend on the rate laws 
of the particular reaction. The boundary conditions are: 

Ci(0+) - c* + ΧΑ dCj(0+) 
PeA dx 

XB — XA dd(xA+) 

PeB dx 

(4) 

(5) 
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C i ( X A - ) = C i ( * A

+ ) 

r> / \ XB - XA dd(xB~) n t ,x 1 - XB dCi(xB
+) 

LAXB ) β ^i(^B^) — PeB dx 

Ci(XB-) = Ci(ZB+) 

dCi(l-) 

Pec 

= 0 

(6) 

(7) 

(8) 

(9) 

1.0 

0,8 

0.6 

0.4 

0.2 

Pe A = 17,02 Pe B=3,U Pec=0,33 
Da A = 0,071 DaB= 0.17 

-

-

section A section Β 

ι 

section C 

Da c 

3.107 
2,330 

1.553 

0,777 

0.311 

0.155 
0.078 

0,2 OA 0.6 0.8 
X Q 

1.0 

Figure 2. Concentration profiles for a first-order reaction, ΡβΒ = 
3.44. Parameter: Dac. 

If component i is consumed, C* = 1; otherwise C * = 0. Equations 4 and 9 
resemble the Danckwerts conditions of a closed vessel while Equations 5-8 
correspond to the Wehner-Wilhelm boundary conditions. Langemann and 
Kolbel succeeded in analytically solving the boundary value problem (Equa
tions 1-9) for a first-order reaction in each zone. Their solution clearly indicates 
that the concentration profile of a distinct reactor section is determined by the 
properties of all sections. If, for example, the reaction rate in the last section 
is altered, a back effect alters the concentration profiles in the sections before 
Figures 2 and 3 show conversion profiles calculated from the closed solution 
for first-order reactions. The properties of the first two sections remain un
changed, and the Damkôhler number of the third section is only increased, as 
indicated on the right side of Figures 2 and 3. This increased reaction rate in 
zone C increases the conversion in zone Β and, to a smaller extent, in zone A, 
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although the reaction parameters in A and Β remain constant. Figures 2 and 3 
also show that the back effect caused by the increased reaction rate in the last 
section depends strongly on the dispersion in the previous sections. In Figure 3, 
the dispersion is increased in section B; this strongly influences the location of 
the conversion profiles in sections Β and A vs. Figure 2. 

This experimental study of a laboratory scale chemical reactor divided in 
sections with different properties tested the validity of the boundary conditions 
of Wehner and Wilhelm. No direct experimental proof of these boundary 
conditions has been published. 

Experimental Setup 

Because this study was based on a strictly deterministic model, it was 
necessary to know all parameters of the model and to avoid fitting experimental 
results to model predictions. Therefore, a simple liquid phase tube reactor 
with a second-order reaction was used. The progress of the reaction was easily 
analyzed by conductivity measurements. The reactor was a Plexiglass tube with 
an internal diameter of 90 mm. The first section of the reactor was a bed of 
glass spheres (diameter 10 mm); the second section was only the empty tube. 
Their lengths were 320 mm and 640 mm, respectively. A stirred vessel was 
used as a third section. The vessel was equipped with a bifilar coiled heat-
exchanger which allowed the temperature to be changed in this section. The 
experimental arrangement is shown in Figure 4. 
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Τ : thermometer 

C : conductivity cell 

Figure 4. Experimental setup 

thermometer 

steel gauze 

perforated plate 

Î 
thiourea 

Figure 5. Details of reactor entrance 
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Conductivity cells were introduced to the reactor axis by side connections 
near the boundaries between two sections. Total conversion was calculated 
from the measured conductivity at the reactor exit. Temperatures were also 
measured at different points along the tube. Details of the reactor entrance and 
the third section are shown in Figures 5 and 6. The mixing chamber ensured 
intimate mixing of the feed streams of the two reaction components. The 
reaction mixture entered through a perforated plate which provided uniform 
distribution of the stream. Volume V was filled with glass spheres of 3-mm 
diameter to minimize its size 

to drain 
A - thermometer 

steel gauze 

thermometer 

Figure 6. Section C of reactor 

Each section was distinguished by different dispersion and different linear 
velocities; the ratio vA : vB : vG was 1 : 0.391 : 0.424. In the third zone, the 
reaction rate could be increased by raising the temperature. To ensure that 
the model assumptions were verified at section boundaries, any rigid separation 
of the different sections was avoided. Two steel gauzes were introduced to 
prevent large irregular fluctuations at the boundary surface between the second 
and the stirred section. The steel gauzes were 5 mm apart, each gauze having 
a free surface area of 60% of the total. 
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All measurements were done at temperatures in section C at least 3°C 
higher than in the previous section. This difference caused a density difference 
in the reaction mixture between the second and the third reactor sections. This 
difference, along with the effect of the steel gauzes, yielded a schlieren layer, 
whose position depended on the stirrer speed in the third section. Thus, the 
schlieren layer could be moved from about 5 to 30 mm upstream from the 
gauzes by increasing the stirrer speed from 50 to 300 rpm. During the measure
ment the location of the layer remained constant, with a fluctuation of less than 
5 mm. This schlieren layer was taken as the boundary surface between the 
second and third reactor sections. 

Determination of Parameters 

Kinetic Data. The reaction used was the conversion of chloropropanone 
(A) and thiourea (B) in aqueous solution. This second-order reaction was 
previously applied in (12) for flow studies in stirred vessels: 

CN H 2 

I 

N H 2 

Ο C H 3 

C H 2 

\ 
CI 

+ 

C 

• ^ C θ 
H 2 N SI 

C I P + 

2-amino-4-methylthiazolium chloride 

H 2 N 

θ .HO» ^ C H 3 

I! Il 
H C C H 

- H 2 0 

α 

ν 
H 2 N — C 

II II 
C C H 

H 2 N S 

C H 3 

ci-
Since the reacting components have negligible conductivity, the formation of 
the reaction product can be determined easily by measuring the conductivity. 
Kinetic data were determined batchwise at temperatures between 20° and 
80°C. Thiourea concentration was varied from 0.05 to 0.5 gram-mole/liter; 
the initial concentration of chloropropanone was maintained at 0.05 gram-
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mole/liter. Merck chemicals of 99% purity were used. The rate data did not 
depend on the value and the ratio of the concentrations applied. The following 
rate expression was obtained: 

r = 1.125 X 10» exp ( - cAcB (10) 

Chloropropanone is difficult to purify, and although was always freshly distilled, 
different yields of it gave frequency factors with up to 10% deviation. 

Dispersion Coefficients. The dispersion coefficients of each reactor section 
were determined separately. A 8-injection of KC1 tracer was generated at the 
zone entry, and the dispersion coefficients were calculated from the variance 
of the response curve at the exit by applying the relation given by van der Laan 
(6) for the closed vessel system. 

The dispersion coefficients obtained are plotted vs. the Reynolds number 
in Figure 7. The values measured in the packed bed of glass spheres agreed 
with the results of Schummer (23). The dispersion coefficients of the empty 
tube and the stirred zone are scattered around the regression line. However, 
numerical simulations indicated that the conversion is not very sensitive to 
variations in the dispersion coefficients. 

ν dp 
^ V 7 

10 20 30 50 70 100 
D I 1 1 ι 1 1 1 

[cm2/s] 

0.11 ι ι ι ι ι I 
5 10 20 50 100 

^ vd 
ν 

Figure 7. Dispersion coefficients of different reactor sections 

Performance of Measurements 

Every series of experimental runs was performed with fresh solutions of the 
reaction components in deionized water. Chloropropanone was the key com
ponent, and its concentration was varied from 0.01-0.045 gram-mole/liter. 
Thiourea was used in excess up to fivefold. The solutions were fed continuously 
from storage tanks through coiled heat-exchangers into the mixing chamber by 
piston pumps with less than 1% oscillation. 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

02
6

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



342 CHEMICAL REACTION ENGINEERING Π 

Table I. Conditions and Conversions for a Typical Series of Runs" 

Run Pec Χι x 2 
XlfC'i 

B.l 0.77 0.030 0.252 0.246 0.247 0.230 
B.2 0.76 0.055 0.286 0.272 0.273 0.243 
B.3 0.75 0.077 0.304 0.296 0.297 0.257 
B.4 0.75 0.105 0.335 0.326 0.328 0.277 
B.5 0.75 0.140 0.365 0.359 0.361 0.296 
B.6 0.75 0.198 0.407 0.405 0.408 0.324 
B.7 0.74 0.231 0.420 0.427 0.429 0.337 
B.8 0.73 0.601 0.583 0.599 0.602 0.444 

a (Q = 9.86 1/h, CA.a = 0.0408 gram-mole/liter, £ = 2.19; dimensionless groups in section A 
and Β are constant: ΡβΑ = 15.2, Dax = 0.02, Pee = 7.9, Dae = 0.09. 

During the first run of each series the temperature in section C was raised 
at least 3°C higher than in the section B. At a stirrer speed of 150 rpm the 
schlieren layer was located at about 1 cm below the gauze. Thus, the conduc
tivity at the exit of section Β could be measured with conductivity cell C 3 . The 
temperatures in each section did not differ more than 0.1 °C. 

When steady state was established, conductivities were measured. There
after, the temperature in section C was increased in 5 ° - 1 0 ° C increments. At 
each the conductivities were measured when steady state was reached. 

The higher temperature in section C caused an increase of reaction rate 
and dispersion there while the properties of section A and Β were not changed. 
As shown in Figure 7, the increase of the dispersion coefficient in section C is 
small. Table I gives experimental conditions for a typical series of runs. The 
conversion at the reactor exit was calculated from the measured conductivity 
in cell C 4 . Up to 0.06 gram-mole/liter the conductivity depended linearly on 
the concentration of the salt formed by the reaction. The temperature de
pendence of the conductivity is given by: 

K 2 1 " 1 + 0.0242 (t - 21) 

The conversions Xx and X2 in Table I refer to computed values from model 1 
and model 2, respectively, which are discussed later. 

Numerical Computations 

The differential equations of the model were formulated for the reaction 
product P. Since the reaction is second order in each section, the function f(C) 
in Equations 1-3 is: 

/(C) - - (1 - Cp) (ξ - Cp) (12) 

with C P = cP/cA a and ξ = cB &/cA Ά. The measured kinetic data and dis
persion coefficients were used in the numerical calculations. 

The set of the nonlinear differential equations was solved numerically by 
applying the quasi-linearization technique and the implicit difference method 
(14). At the boundary surface xA we used Equations 5 and 6 which yield, in 
difference form: 

[CP(NA - 1) - CP(NA)) - * * Θ Β Δ * Α [CP(NA) - CP(NA + 1)] (13) 
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0 0/ 0,6 0,8 1,0 

Figure 8. Experimental results vs. predictions from model 
1 (boundary conditions of Wehner and Wilhelm) 

where the point N A refers to xA. An equivalent expression is obtained for the 
boundary at xB. Conversions calculated for a first-order reaction by the numeri
cal method using Equation 13 agreed with those obtained from the analytical 
solution. This fact indicates that Equation 13 does represent the Wehner-
Wilhelm boundary conditions. 

Experimental Results and Model Predictions 
The conversions computed from the model described above were compared 

with the experimental results in Figure 8. The predicted values agree with 
experimental ones, but the points scatter strongly around the straight line. As 
described above, this model (model 1) applies to the Wehner-Wilhelm boun
dary conditions which are distinguished from those of Dankwerts by the addi
tional assumption that concentrations are continuous at boundary surfaces. The 
Wehner-Wilhelm boundary conditions cause a characteristic back effect. In the 
measurements carried out, this back effect could not be observed. When the 
temperature in the last section was raised, the conductivity measured with cells 
C 1 ? C 2 , and C 3 remained constant. Thus, the back effect predicted from model 1 
and illustrated in Figures 2 and 3 seems to be nonexistent in our experiments. 

Since we found no back effect, the condition of continuity of concentra
tions was dropped. If these conditions (Equations 6 and 8) are not used, only 
four boundary conditions are available to integrate the differential Equations 
1-3. Using the argument of Danckwerts, two further conditions may be ob
tained from a discussion of the mass balances at the boundary surfaces (Equa
tions 5 and 7). Since the component considered is produced by the reaction, 
the gradients are positive or zero (when no reaction takes place). Now, when: 

XA dCp(XA~) > XB — XA dCp(xA
+) 

ΡΘΑ dx Pes dx (14) 
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it follows from Equation 5: 

Cp(XJT) > Cp(xA
+) (15) 

This conclusion is also obtained from the limiting cases, Pe B -» °o and Pe B -> 0. 
Equation 15 is clearly absurd since it means that the conversion at the end of 
section A is higher than the conversion behind the boundary surface at xA. 
This contradiction is resolved when the gradients are assumed to be zero at 
the ends of each section; thus, for xA: 

Μψτ) _ 0 ( 1 6 ) 

ax 

This variation is model 2. Explicitly written, the set of boundary condi
tions used to integrate the differential equations of the different sections is, in 
model 2: 
for section A : 

c > ( ° + > = p b ^ ( 1 7 ) 

d C p ( a : A " ) = 0 (18) 

for section B: 

dx 

CP(zA+) = C P(xA-) + (19) 

dCP(xB-) 
dx = 0 (20) 

and for section C : 

Cp(xB+) - Cp(xB~) + ^ dCi*B+) (2D 

dC^O-) = 0 (22) 
ax 

Here χ is the reduced length: x = z/l, where I is the appropriate section length. 
When Equations 18-21 are applied, concentration jumps are allowed at the 
section boundaries xA and xB. 

The conversions at the reactor exit calculated from model 2 deviate little 
from those calculated from model 1. Data of Χχ and X2 are given for a typical 
series of runs in Table I. At reactor exit the difference between the predictions 
of both models is smaller than the experimental error. However, the conversion 
profiles of model 1 and model 2 are quite different near section boundaries, 
as shown in Figure 9. In Figure 10 the predictions of model 1 and model 2 
are compared with those experimentally obtained from conductivity cell C 3 . 
While the experimental values as well as those predicted from model 2 remain 
constant, the conversions calculated from model 1 increase at the position of 
measuring cell C 3 when the temperature and, thus, the reaction rate, is increased 
in the last reactor section. Therefore, the conversions predicted from model 1 
deviate more and more from the measured value. This is demonstrated further 
by the data in Table I. There the measured conversion at reactor exit along 
with those predicted from model 1 and model 2 are shown. The last column in 
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Figure 9. Experimental results and predicted profiles from 
model 1 and model 2 
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Figure 10. Measured conversions and predicted conver
sions from model 1 and model 2 at the end of section Β 

(conductivity cell Cs) 
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Table I contains conversions calculated from model 1 at the position of the 
conductivity cell C 3 . Compare these values with the appropriate experimental 
conversion and with that computed from model 2: 

XexP..ci = 0.194 and X 2 . c 3 = 0.196 

Discussion and Conclusions 
Since the assumption of continuity of concentrations as applied in model 1 

is well established in the literature, it is surprising that the conversions resulting 
from our experimental arrangement do not confirm this assumption. Moreover, 
a satisfactory agreement is obtained if each section is treated separately and 
alternating effects are ignored. This agreement is attained when constant mass 
flow is assumed and the concentration gradients are assumed to be zero at the 
end of each section. Thus, concentration jumps are permitted at the boundary 
surfaces between the reactor sections. 

To prevent hasty conclusions concerning the validity of the Wehner-
Wilhelm conditions, remember that the boundary surface between sections Β 
and C strongly influences our experiments since the increase in temperature 
in the last section should give the predicted back effect. This boundary con
sisted of a schlieren layer resulting from density differences of the reaction 
medium in sections Β and C. Although density effects are negligible in the 
model equations as long as the properties are constant in each section, the 
boundary between section Β and C seems to behave like a phase transition 
which prevents any feedback. Further studies in different experimental ar
rangements and other reacting systems may yield a more severe formulation 
of the generally accepted Wehner-Wilhelm boundary conditions. 

It is questionable whether the experimental setup agrees with the condi
tions of the dispersion model's applicability. First, the dispersion model requires 
plug flow of the reaction mass. Since the liquid velocities are in the range 
0.02-0.1 cm/sec, this condition is not satisfied. Since the reaction tube is short 
and of large diameter, a laminar flow profile is not established. This fact was 
confirmed by tracer injections with dye where a flat profile was observed. 
Secondly the dispersion mechanism is usually explained by stochastic fluctua
tions of fluid elements, whose dimensions are small compared with reactor 
dimensions. This condition cannot be fulfilled in the stirred reactor section 
where the Peclet numbers are less than 1. When these objections are con
sidered, agreement of the experimental results with the predictions of the 
dispersion model applying the Danckwerts boundary conditions for each section 
is surprising. If the results prove to be correct in a more general sense, reactors 
divided into sections with different properties will be mathematically easy to 
handle since each section can be treated independently. 

The Wehner-Wilhelm conditions are sensible from the physical point of 
view. On the other hand, applying the principles of irreversible thermody
namics, Standart (II) pointed out that there are no a priori reasons why prop
erties must be continuous at boundary surfaces. It may be argued that the 
Wehner-Wilhelm conditions are not applicable to experimental setups which 
consist of three reaction zones since Wehner and Wilhelm considered only one 
section with reaction. However, the Wehner-Wilhelm condition that the con
centration is continuous around any point does not depend on a reaction 
taking place on both sides of the boundary surface. 

The concentration is continuous from a microscopic point of view. How
ever, it is still not known whether the transport mechanisms which prevail in 
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the bulk of a reaction section also exist at boundaries. Since the transition 
regions can be small, discontinuities are possible from a macroscopic point of 
view. Thus, the mathematical formulation of boundary conditions idealizes the 
real situation from this macroscopic point of view. 

Nomenclature 
c concentration 
C dimensionless concentration, C = c/c& 

dp diameter of particle 
dt diameter of tube 
D dispersion coefficient 
Da Damkohler number of section, klcA &

n " 1/v 
k reaction rate constant 
I length of section 
L total length of reactor 
Pe Peclet number of section, vl/D 
Q volume flow rate 
r reaction rate 
R gas constant 
t temperature, °C 
Τ temperature, °K 
χ dimensionless axial coordinate, z/L 
χ dimensionless axial coordinate, ζ/I 
X conversion, (c A . a - c A ) / c A . a 

ζ axial coordinate 
ν kinematic viscosity 
I excess, cBa/cA& 

κ electrical conductivity 

Subscripts 
1 model 1 
2 model 2 
a reactor entry 
A section A or key component 
Β section Β or excess component 
C section C 
i component i 
ρ reaction product 
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Influence of Chemical Parameters on 
Micromixing in a Continuous Stirred Tank 
Reactor 

ANDRÉ ZOULALIAN and JACQUES VILLERMAUX 

Département de Génie Chimique, Ecole Nationale Supérieure des 
Industries Chimique, 1, rue Grandville, 54042 Nancy, France 

The state of micromixing in a CSTR was experimentally investi
gated through its (marked) influence on the selectivity of con
secutive competitive reactions A + B = R, R + B = Sin the 
liquid phase. An experimental segregation index was defined. 
The influence of the following parameters was investigated: 
stirring, space time, viscosity, ultrasounds, concentrations, tem
perature, nature of the reaction, and contacting of reactants. 
Segregation becomes more important as k1C0 exp(E/RT) in
creases; C0 = total concentration, and Ε = experimental activa
tion energy. Micromixing results from a combination of reaction 
and molecular diffusion in the ultimate fluid aggregates having 
a size below the turbulence concentration microscale, which can 
be estimated by this method. Thus, the usual assumption of 
maximum mixedness in the design and use of the CSTR for com
plex reactions may be quite erroneous. The CSTR is not well 
suited to kinetic studies of complex reactions unless experimental 
conditions ensuring a perfect micromixing are determined. 

The question of the influence of micromixing on the extent of chemical 
reactions in continuous reactors has been the subject of many investigations. 

Most of the studies are theoretical and rather academic ones (1, 2, 3, 4, 5, 6, 7, 
8, 9, 10, 11, 12, 13, 14). Several authors have attempted however to study 
this problem in an experimental way (15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 
25,26,27,28, 29, 30, 31). 

In a previous work (29), we demonstrated experimentally that if the 
residence time distribution (RTD) and the batch kinetics are accurately known, 
it is possible to deduce the state of mixing of the fluid from chemical con
version measurements. For moderately dispersed R T D and single reactions, 
segregation effects are usually very small (a few per cent) and consequently 
of little practical importance; this is a fortunate result for the designer. 

The sensitivity to mixing effects can become much more important if we 
use a reactor having a broad R T D and use another chemical characteristic: 
the product distribution (selectivity) in a system of multiple reactions. This 
led us to study the selectivity of consecutive competitive reactions of the type 

348 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

02
7

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



27. zouLALiAN AND viLLERMAux Micromixing in a CSTR 349 

A + B = R , R + B = S i n a continuous stirred tank reactor (CSTR). In this 
case, an elementary calculation shows that at total conversion of Β—initially 
in defect—the selectivity in the production of R strongly depends on the micro-
mixing state and may vary in a range of 100% between the maximum mixed-
ness limit and the total segregation limit (batch reactor selectivity). In particu
lar, we were asking the following questions: 

(1) Are micromixing and macromixing tied together in a CSTR? 
(2) Is it possible to influence only the first one, and if so, in varying 

which physicochemical parameters? 
(3) Is a CSTR a well suited tool for the determination of the kinetics of 

complex reactions in the liquid phase? 
(4) Does the chemical study of segregation effects allow the estimation 

of a micromixing scale? 
In addition to the answers to those questions, the surprising results we 

obtained eventually led us to a new appraisal of micromixing phenomena, 
discussed below. 

Figure 1. Experimental reactor (linear dimensions in mm) 

The Experimental Reactor 

The reactor is a vertical cylindrical tube fixed on its base to a strap includ
ing the various feed inlets and the mechanical agitation device (Figure 1). 
The upper side of the reactor is a piston through which the fluid flows out. 
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The displacement of the piston allows the geometric reacting volume to be 
varied. When ionic reactants are used, their outlet concentration is measured 
by an electrical conductivity probe. The temperature of the fluid can be con
trolled and measured by a thermocouple. 

Residence Time Distribution 

Except at the lower stirring speeds (N < 60 rpm) for which the mixing 
time is clearly perceptible, the experimental R T D is undistinguishable from a 
pure exponential decay (Figure 2). The mean residence time and the space 
time (calculated from the volume and the flow rate) agree within 2%. Because 
of accuracy limitations in the measurements of volumes, flow rates, and slopes, 
such an uncertainty has no systematic character and is usual in experimental 
R T D determinations. We thus consider below that the reactor behaves as a 
perfect macromixer. 

Choice of the Chemical Reactions—Definition of an 
Experimental Micromixing Index 

To investigate the influence of micromixing on the reactor performance, 
three liquid phase reactions have been selected: 

(1) A single second-order reaction: 

A + Β ->R + Τ 

The well known alkaline hydrolysis of ethyl acetate: 

CH 3 —COOC2H5 + O H " ^ C2H5OH + C H 3 C O O - (1) 

(2) Two consecutive competitive second-order reactions 

A + B - > R + T, R + B-+S + T 

The alkaline hydrolysis of glycol diacetate : 
CH s COOCH 2 —CH 2 —OOC—CH 3 + O H " Λ CH 3 —COO—CH 2 —CH 2 —OH ) 

+ C H 3 - C O O " I (2) 
CH 3 COO—CH 2 —CH 2 —OH + OH~ O H — C H 2 — C H 2 — O H + CH 3 —COO" J 

(3) The iodination of p-cresol: ^ 

C H , - ( Ο V - O H + I. » C H 3 OH + HI 3 - ^ 0 ^ - o H + 1 2 > c H a - ^ r y ^ 
(3) 

C H 3 - ^ Ô ^ - O H + I2 > C H 3 - ^ 0 ^ - O H + HI 

I 
The products were analyzed by conductimetry (OH"), chromatography 

(glycol acetate) and/or spectrophotometry (iodoparacresols). The initial re-
actant concentrations were in the range of 0.1 to 0.4M (Reactions 1 and 2) 
and 10"4 to 5 X 10" 4M (Reaction 3). Experimental details are given else-
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Figure 2. An example of RTD—experimental 
conditions: Ν = 1400 rpm; V = 492 cm3; Q = 
0.495 cm31 sec; τ = V/Q = 994 sec; t = 982 sec; 

deviation: 1.2%. 

where (32). 
Before continuous processing, careful batch experiments were done to 

determine the kinetic constants. The best results are summarized below: 

Reaction 1 : ki = 2.635 Χ 107 exp £ -11400 ± 200 
RT 

1/mole/si 

τ> •· ο J ι ι „ tor Γ 1 0 0 0 0 ± , / , / 
Reaction 2: kx = 1.1 X 107 exp ^ l/mole/s< 

7 1 , V. , Λ « Γ 1 2 0 0 0 ± 1 0 0 0 1 w ι / k2 = 1.4 X 108 exp I ^ J l/mole/s< 

Reaction 3: in fact, the mechanism is more complex than written above, 
so that both the I" concentration (0.03M) and the pH must be specified. In a 
buffer solution of pH 9.08 at 20°C 

fci = 2.3 Χ 1011 exp 

k2 = 1.27 X 1014 exp £ -

In a buffer solution of pH 11.0 at 20°C 

13000 zfc 500 
RT 

17000 ± 500 

η 

1/mole/sec 

R T J 1/mole/sec 

ki = 3.25 Χ 1031/mole/sec 

k2 = 1.28 X 103 1/mole/sec 
V at 24.2°C 

7 

These constants enable the calculation of the yield in R, at the two limiting 
assumptions of maximum and minimum mixedness. Let F 0 and Pt be the 
corresponding representative points on the conversion diagrams (Figure 3) 
and let Ρ be an experimental point obtained in the same conditions. We define 
an experimental segregation index X as the ratio: 

X = PPo (4) 

X is an empirical characterization of the reactor behavior. X = 0 corresponds 
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352 CHEMICAL REACTION ENGINEERING II 

to maximum mixedness and X = 1 to minimum mixedness (total segregation). 
The first and rather surprising result is that under typical conditions, 

apparently providing excellent fluid mixing, the segregation index X may be 
quite different from 0. We found X = 0.232 in our first experiments with 
Reaction 2. 

C A 0 = 0.197 mole/liter, C B 0 = 0.194 mole/liter 
space time = 272.7 sec 
temperature = 22.1°C 
stirring velocity = 300 rpm 
C R / C A O : maximum mixedness = 0.365 
total segregation = 0.526 
observed = 0.403 
X = 0.232 

c A O 

Figure 3. Conversion diagrams 

Table I. Influence of Total Concentration C 0 and Stoichiometric Ratio M . 
Alkaline Hydrolysis of Glycol Diacetate (Reaction 2) 

C A/CAO C R / C A O (Cii)seg.-
Calculated Calculated (CR)mm. 

(CR)min. 
Max. Max. 

(CR)min. 

Exp. Co M t°,C Mix. Sec. Exptl. Mix. Sag. Exptl. % X 

102 0.1535 1.117 21.0 0.311 0.217 0.301 0.356 0.533 0.372 49.7 0.090 
100 0.1488 1.050 21.0 0.326 0.236 0.316 0.360 0.532 0.379 47.8 0.108 
77 0.2464 1.037 20.3 0.356 0.271 0.345 0.366 0.529 0.388 44.5 0.131 
76 0.3206 1.626 20.6 0.186 0.091 0.170 0.287 0.473 0.316 64.8 0.158 
66 0.2844 0.555 22.0 0.562 0.519 0.554 0.329 0.413 0.344 25.5 0.158 

117 0.3880 0.980 19.6 0.343 0.246 0.321 0.365 0.532 0.405 45.8 0.235 
119 0.3950 1.026 20.2 0.341 0.255 0.320 0.365 0.532 0.407 45.8 0.250 
111 0.4361 1.247 19.7 0.239 0.141 0.216 0.328 0.517 0.371 57.6 0.230 
75 0.4461 0.853 20.6 0.413 0.339 0.393 0.367 0.509 0.405 38.7 0.267 
67 0.5041 1.634 22.0 0.115 0.055 0.091 0.207 0.359 0.250 73.4 0.293 
81 0.7630 1.272 20.9 0.217 0.121 0.180 0.311 0.500 0.384 60.8 0.392 
68 0.8043 0.941 21.6 0.351 0.267 0.308 0.365 0.529 0.448 44.9 0.511 

To explain this observation, we studied the influence of various experi
mental parameters on X. Most of the experiments were done with Reaction 2. 
Typical results obtained are reported in Table I. The difference in conversion 
calculated by the segregated flow and the maximum mixedness model is 
noticeable since it ranges, for this particular example, between 25 and 74% 
of the perfectly micromixed CSTR conversion—well beyond the uncertainty 
of experimental errors. The direct gas chromatographic determination of the 
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27. ZOULALIAN AND VILLERMAUX Micromixing in a CSTR 353 

0 . 6 θ ' · χ 

Alkaline hydrolysis of glycol diacetate 
θ near 20°C 
C Q near 0.4 mole/I 
M near 1 

0.40-

N = Rotahon speed of the sHrrer R.P.M. 

5 io m ïoôô ιοοω 
Figure 4. Variation of the segregation index X as a function of the rotation speed 

of the stirring device 

C R / C A ratio, joined to C B titration and material balances, allows the concentra
tions to be known to better than a few percent. We thus estimated the uncer
tainty on the segregation index X to about 10%. 

Parameters 

Influence of Stirring. Six different stirrers were used, differing in their 
shapes and number of paddles. Shear and turbulence were increased by baffles 
or a suspension of glass microbeads. X was independent of the stirring device. 
The stirring velocity was then varied between 8 and 2300 rpm. Above about 
100 rpm, X remains constant. Below 60-100 rpm, a slight but significant 
increase of X can be noticed (Figure 4). The little deviation to perfect macro-
mixing at low stirring speed can be taken into account and does not alter this 
conclusion. 

Influence of Ultrasounds. Okada et al. (33) have already noted the pos
sible effect of ultrasounds on the micromixing intensity. To test this, a 22-KHz 
ultrasonic transducer was immersed in the reactor. In the presence of an ultra
sonic field, the X value was decreased by a factor 2 but did not go to zero. 

Influence of the Viscosity of the Solution. The viscosity of the mixture 
was increased from 1 to 12 cp by adding sodium polyacrylate. The R T D and 
the kinetic constants were not altered. X increased slightly with viscosity but 
far less than expected (Figure 5). 

Influence of Space Time. The space time τ was varied between 51 and 
1674 sec, and the sodium hydroxide conversion remained higher than 85%. 
No variation of X could be observed. 

Influence of Initial Concentrations and Temperature. The second sur
prising result was that X varied with the initial concentration of reactants 
when all other aspects, especially the hydrodynamic parameters, were kept 
constant. In fact X does not depend on the stoichiometric ratio M = C B O / C A O 
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0.40 

0.20 

Alkaline hydrolysis of glycol diacetate 
θ near 20°C 
C 0 near 0.4 mole/1 
M near 1 

η viscosity cp 

12 

Figure 5. Variation of the segregation index X as a function of viscosity 

but only on the total concentration C 0 = C A O + C B 0 . Experimental evidence 
for this is in Table I (compare experiments no. 76 and 66). Two different 
values of M (1.626 and 0.555) yield the same X (0.158) because C 0 is nearly 
the same (about 0.3 mole liter). Figure 5 shows a regular increase of X as a 
function of C 0 . Experimentally, the state of maximum mixedness (X = 0) is 
found by extrapolation as C Q -> 0. Besides, X increases as a function of tem
perature (Figure 6). The X value is the same whether A and Β are premixed 
or fed separately. 

0.60 

0,40 

0.20 

Alkaline hydrolysis of glycol diacetate 
θ near 20eC 

C 0 mole/1 

02 04 0.6 0.8 1D 

Figure 6. Variation of the segregation index as a function of the total concentration 
of reactants at the inlet of the reactor 
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27. zouLALiAN AND viLLERMAux Micromixing in a CSTR 355 

Correlation of Experimental Results 

The parameters acting on the state of micromixing in the reactor are: 
the total concentration of reactants, the viscosity and temperature of the fluid, 
the stirring velocity below 60 rpm, the presence of ultrasounds, and the nature 
of the reaction, which influences the magnitude of the above mentioned effects. 
In a given fluid, X mainly increases with C 0 and with temperature in a way 
which depends on the nature of the reaction. This last influence is included in 
the rate constant kly but experience shows that the kt temperature dependence 
is too steep and must be corrected by an empirical factor exp (E/RT), where Ε 
is an experimental activation energy. Finally, after a thorough inspection of 
experimental results, we established a tentative correlation between X and a 

0 2000 4000 6000 8000 

Figure 7. Variation of the segregation index X as a function of the kiC 0 exp [E/RT] 
group for three chemical systems 

purely empirical parameter 

Y = Wo exp [E/RT] 

Ε has to be determined from experience in order to ensure a reasonable 
groupment of all experimental points around a unique curve. Figure 7 shows 
this plot of X vs. Y, which corresponds to the following values of E: 

Reaction 1: £ « 6.6 kcal/mole (estimated) 
Reaction 2: Ε = 5.0 ± 0.2 kcal/mole 
Reaction 3: Ε = 6.5 ± 0.3 kcal/mole 

Discussion 

By inspection, the simplest equation which can be suggested to fit the 
experimental curve is: 
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X = 1 - exp [- BY] (5) 

where Β is a constant. A logarithmic plot shows that Equation 5 is acceptable 
and yields Β = 3.37 Χ 10"4 sec. How can these results be explained? Before 
proposing any interpretation, we emphasize that our first aim is to report experi
mental results to suggest a new appraisal of micromixing phenomena. Definitive 
conclusions would need further study. On the other hand, existing theories 
relating micromixing to turbulence have been developed with simple hypotheses 
such as isotropic turbulence. The hydrodynamic pattern in a real mixer is 
probably more complex, involving a highly turbulent core near the turbine 
surrounded by a quieter fluid. At this point, the search for a refined theoretical 
explanation of our results seems to be unrealistic. Nevertheless, a semiquanti
tative and suggestive explanation can be sought from the description given by 
Beek and Miller (34) as already pointed out by Paul (35). Beek and Miller 
distinguish three stages in mixing: 

(1) Distribution of one fluid through the other and uniformization of 
average composition without decreasing local concentration variations. This is 
brought about by ordinary eddy diffusion. 

(2) Reduction of size of the regions of uniform composition and correla
tive increase of the areas of contact between regions of different composition. 

(3) Mixing by molecular diffusion. 
The relative independence of the segregation index X upon the stirring 

velocity clearly proves that the first two stages do not play an essential role in 
determining the micromixing state, except perhaps below 60 rpm. The con
trolling step would then be the molecular diffusion of reactants into the segre
gated clumps having a size well below the turbulence concentration microscale, 
and thus it is unaffected by a modification of the turbulence intensity. Let λ be 
a characteristic dimension of these segregated regions and D the molecular 
diffusivity. In the above assumption, the intensity of micromixing will depend 
on the ratio of a diffusion time to a reaction time—that is, something like m = 
k1C0k2/D) which is analog to the square of a Thiele modulus. The reaction 
thus appears to be diffusion controlled in the small fluid aggregates, as it might 
be in a catalyst pellet. 

If this explanation holds, then X -> 0 as m -» 0 and X —» 1 as m —> oo. On 
a purely phenomenological basis, a function exhibiting such a behavior is: 

It is reasonable to suppose that X takes intermediate values between 0 
and 1 when the diffusion time equals the reaction time (m = 1). We shall thus 
make the additional assumption that ra0 « 1. From Equation 5 we are led to 
identify m to BY: 

In this case, we should verify that k2/D (1) varies as exp [ E / R T ] , Ε 
5-6 kcal/mole; (2) only undergoes a slight increase as a function of the vis
cosity; (3) decreases in the presence of ultrasounds. 

The Ε value is of the order of magnitude of the activation energy of the 
diffusivity of solutes in aqueous solutions, and this might account for point ( 1 ). 
On the other hand, one might expect that 1/D is proportional to the viscosity 
of the solution. The addition of sodium polyacrylate increases the shear vis
cosity but may lead to the formation of a microphase through which small 
molecules can diffuse as in the pure solvent. This has been proved by Huizenga 

X = 1 — exp [— m/m G] (6) 

m = kxCotf/D = BY = BkiCo exp [E/RT] (7) 
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et al. (36, 37) for sodium ions and might account for point ( 2 ) . This statement 
is still speculative and should be checked experimentally. 

The following expression has been proposed by Corrsin (38) in the case 
of liquids: 

S = 1 8 [ ^ + K V - ) , , 2 l o g S c ] (8) 

where I is the concentration fluctuations microscale. 
The influence of the viscosity ν is weak since it figures in the second term 

which only amounts for a few percent of the first one (see below). The role 
of ultrasounds (point 3 ) can be understood if we imagine that they produce 
an increase of ε, which represents the kinetic energy dissipation per unit mass. 
Of course, these crude arguments need to be refined, and we can imagine the 
actual processes occurring in the segregated regions to be far more complex, 
depending on the nonuniform turbulence pattern in the reactor. On the whole, 
we can consider that the above interpretation is not inconsistent with our experi
mental observations. If we accept it, we can estimate an order of magnitude 
of λ. From Equation 7 it results that: 

λ 2 = BD exp (E/RT) (9) 

Taking D = 7.2 Χ 1 0 " 6 cm2/sec (aqueous diffusivity of glycol diacetate calcu
lated from the Wilke and Chang ( 3 9 ) formula) and Ε = 5 kcal/mole, we 
obtain at room temperature: 

λ = 3.3 X 10~3 cm 

This value is not unrealistic but is difficult to compare with the microscale I 
given by Equation 8 because the energy dissipation term ε is not known. In 
this respect, it would be interesting to carry out direct measurements of the 
concentration fluctuations in the reacting fluid. Conversely, if we assume that 
λ and I are of the same order of magnitude, we can estimate ε. 

We shall use the Corrsin formulas, as reported by Brodkey (40). The 
wave number k0 can be expressed by the approximate relation: 

ko = (χ/5) Ls" 1 

where L s is the segregation macroscale. Then: 

Taking L s ~ 2 cm ( 1 / 3 - 1 times the blade width according to Ref. 41), ν = 
1 0 " 2 cm2/sec, λ = 3 .3 Χ 1 0 " 3 cm, D = 7.2 Χ 1 0 " 6 cm2/sec, one obtains Sc = 
1388 and 

ε = 23000 cm2/see3 

The second term in Equation 10 represents only 2 % of the sum, justifying the 
fact that the dependence of λ 2 on the viscosity is weak. 

A typical value of ε is reported by Evangelista et al. (42) in a commercial 
application as ε = 2 0 0 0 0 cm2/sec3, in excellent agreement with the above 
estimation. 
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0.60 

0.40 

θ near 20eC 
C 0 near 0.4 mole/l 
M near 1 

Reacteinte fed into zone Μ ο 
(2 + 

0.20 

02 0.4 0.6 0.8 1 

Figure 8. Variation of the segregation index X as a function of the volume 
ratio 7 = Vj/fVi + Vs). Zone 1: containing the stirrer; Zone 2: free of mechan

ical stirring. The reactants are fed alternately into the two zones. 

For a reactor volume, V = 450 cm 3, the total dissipation of kinetic energy 
amounts to 

Vç>e = 450 X 2.3 Χ ΙΟ4 Χ 10"7 « 1 watt 

It is interesting to compare this value with the energy consumption (43) : 

Ρ = 4>pATW (11) 

Under typical conditions, Ν = 10 rps, D a , agitator diameter = 6 cm. 
Re = D&

2N/v = 36000 so that Φ is nearly constant and can be estimated to 
Φ 6 for a two-blade turbine in the turbulent domain (44). With these values, 
one obtains: 

Ρ = 4.7 watts 

The efficiency of the turbulent production is thus: 

η » Vçe/P « 0.2 

a reasonable value (Corrsin cites η = 0.5 from work in pipe flows, as reported 
in Ref. 42). Of course, because of the crudeness of our assumptions, such 
estimations can only yield an order of magnitude. 

Two Micromixing Zones Reactor 

We now present the results of experiments which prove that the micro-
mixing state in the inner volume of the reactor can be made locally variable. 
The reactor volume was divided into two zones by a metallic screen or a layer 
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of glass beads, allowing a perfect global macromixing of the fluid, as checked 
by the R T D . The first zone (1) (volume Vt) contained the stirrer whereas 
the second one (2) (volume V2), was free of mechanical stirring. Figure 8 
reports the variation of the segregation index X at the outlet of the reactor as 
a function of the ratio: γ = V 2 / ( V 1 + V2), the reactants being alternately 
fed into the first or the second zone of the reactor. The results clearly show 
that the second zone (no mechanical stirring) is more segregated than the 
first one, as could be expected. 

Conclusion 

(1) Micromixing is not only the result of hydrodynamic phenomena. It 
must not be considered (as many authors have done) as a physical framework 
in which chemical reactions take place. On the contrary, it can exist as irre
ducible coupling between reaction and diffusion, which gives rise to the segre
gation phenomenon. The intensity of segregation is then a function of concen
tration and depends on the size of the ultimate clumps of fluid. Chemical 
performance measurements thus appear to be a possible tool for studying turbu
lence phenomena. 

(2) Thus, the usual and implicit assumption of perfect micromixing in 
the design and use of the CSTR for complex reactions may be quite erroneous, 
especially in viscous media, even if the R T D seems to be ideal and if the 
mechanical stirring power is high. We emphasize that a strong dependence of 
selectivity on segregation effects may however arise even for moderately rapid 
reactions in low viscosity media as those used in the present investigation. 

(3) The CSTR is not well suited to kinetic studies of such complex 
reactions in the liquid phase (especially if selectivity measurements are to be 
carried out), unless experimental conditions ensuring maximum mixedness are 
defined. Preliminary experiments and the use of the general correlation we 
have proposed may help find these conditions. Fortunately segregation effects 
are probably less severe in gases, so that the above restrictions do not seem to 
entirely apply to the widespread gas phase kinetic measurements using a 
CSTR. This point deserves special study. 

Nomenclature 

A 

Β 
Ci 

Β 

R 

Τ 

ethyl acetate ( Reaction 1 ) 
glycol diacetate (Reaction 2) 
paracresol ( Reaction 3 ) 
sodium hydroxide (Reactions 1 and 2) 
iodine ( Reaction 3 ) 
ethanol (Reaction 1) 
glycol monoacetate (Reaction 2) 
monoiodoparacresol ( Reaction 3 ) 
sodium acetate (Reactions 1 and 2) 
hydriodic acid (Reaction 3) 
constant, sec 
concentration of reactant i, mole/liter 
initial concentration of reactant i 
CAO + C-BO 
molecular diffusivity, cm2/sec 
agitator diameter, cm 
wave number (turbulence theory), cm"1 

kinetic constants, liter/mole/sec 
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I Taylor turbulent concentration microscale, cm 
L s segregation macroscale, cm 
m = k1C0\2/D dimensionless criterion 
M C B 0 / C A 0 

Ν rotation speed of the stirrer, sec"1 or min" 1 

Ρ power consumption of the stirrer, watts 
Sc Schmidt number 
Τ absolute temperature, °K 
V, ν χ , V2 volumes of reaction zones, cm 3 

X segregation index 
Y = ktC0 exp (E/RT) correlation parameter, sec"1 

Greek Letters 

γ volume ratio 
ε turbulent kinetic energy dissipation rate per unit mass, 

cm 2/sec 3 

η dynamic viscosity, cp 
λ characteristic dimension of the microsegregated 

regions, cm 
ν kinematic viscosity, cm2/sec 
Ρ density, gram/cm3 

τ space time, sec 
Φ power number 
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Optimization of a Non-Isothermal, Non-
Adiabatic Fixed-Bed Catalytic Reactor 
Model 

THOMAS GORDON SMITH and JAMES J. CARBERRY 

Department of Chemical Engineering, University of Notre Dame, 
Notre Dame, Ind. 46556 

A mathematical model of a non-isothermal, non-adiahatic fixed 
bed catalytic reactor was optimized as a function of six variables 
using the Hookes-Jeeves algorithm. Two objective functions 
were used: yield and productivity. Productivity is more useful 
for preliminary design. High productivities can be obtained with 
little sacrifice in yield by using small catalyst particles, large 
tubes, low feed concentrations, and high gas velocities. Oper
ating conditions for high productivity exhibit relatively low para
metric sensitivity. Although long reactors are required for the 
highest productivity, optimization has established a goal against 
which the results of new strategies for improving reactor perform
ance can be compared. A more active catalyst limits maximum 
productivity because of increased parametric sensitivity. Para-
metrically sensitive conditions can be discovered and thus avoided 
by this approach. 

A lthough various aspects of fixed bed catalytic reactors have been studied 
JLM. during the past decade, specific guidelines are needed to design such 
reactors, as well as base conditions against which proposals for improving their 
performance can be measured. This information is particularly desirable for 
non-isothermal, non-adiabatic fixed bed catalytic reactors because of the many 
interdependent parameters which determine their local and overall behavior. 
This, together with the nonlinear nature of the system, renders intuitive design 
approaches suspect. This work discusses results which may be useful to both 
the plant engineer and the design specialist in this regard. 

The oxidation of naphthalene to phthalic anhydride on a vanadium 
pentoxide ( V 2 0 5 ) catalyst was analyzed to determine the optimum combina
tion of feed concentration, temperature, and flow rate, coolant temperature, 
tube diameter, and catalyst particle diameter. These negotiable parameters, 
together with the reaction kinetics, fix reactor performance. Industrially, it is 

362 
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necessary to achieve 99% conversion of the naphthalene which in turn specifies 
reactor length. Although the production of phthalic anhydride is a well estab
lished commercial process, detailed operating conditions are not available in 
the literature. However, the following general articles are of interest. 

Froment (I) investigated the stability of fixed bed catalytic reactors for 
phthalic anhydride production from o-xylene on a V 2 0 5 catalyst, using the 
following parameters: 

Γ 0 = 357°C, cQ = .0092, Re* = 120, T ' c = 357°C, 

D t = 2.5 cm, dO = .3 cm. 

Computations using a steady-state, two-dimensional model showed that the 
maximum phthalic anhydride concentration occurs at a reactor length of 3m 
for these conditions. However, this length did not achieve the desired o-xylene 
conversion. Furthermore, an increase in, say, inlet temperature, in an attempt 
to increase conversion, caused runaway—i.e., complete reaction of the phthalic 
anhydride and large thermal excursions. Froment concludes that no one would 
risk running the reactor at the conditions chosen and asserts that the reactor 
performance could probably be improved by reducing the magnitude of the 
hot spot using some form of catalyst dilution (see, e.g., Ref. 2). The question 
arises as to the basis on which the conditions were chosen and whether a 
different choice would lead to more desirable results. 

Along similar lines Carberry and White (3), using kinetic constants from 
a fluidized bed reactor, simulated the production of phthalic anhydride from 
naphthalene over V 2 0 5 . They used as a base case T ' 0 = 320°C, c 0 = .005, 
Re* = 75, T ' c = 310°C, D t = 5 cm, and dp = 0.5 cm. The reactor length for 
this and other nearby conditions varied between 100 and 1000 cm. Their two-
dimensional model was similar to Froment's but with the important inclusion 
of terms to account for inter-intraphase mass diffusion and interphase heat 
diffusion. Also, most of the calculations were based on 99% naphthalene 
conversion. While Froment looked at severe parametric sensitivity leading to 
reactor instability, Carberry and White illustrated milder forms of parametric 
sensitivity of conversion and yield with respect to Peh, Pem , T ' c , c 0, and activa
tion energy. They also demonstrated that mass transfer limitations within the 
catalyst seriously limited the expected yield of phthalic anhydride for the op
erating conditions and kinetics chosen. As with Froment, these conditions 
were chosen arbitrarily. However, regardless of the conditions, it is unlikely 
that absolute results can ever be attained, and design techniques must thus 
rely on relative simulations. 

Obviously a more detailed study is needed to determine if higher con
version and yield and decreased sensitivity can be obtained, and how it can 
be couched in terms of an approach useful to the design engineer. The results 
of such a study follow. 

Kinetics 

Our kinetics are based on the efforts of D'Alessandro and Farkas (4) and 
Drott (5). The former obtained experimental data for the naphthalene oxida
tion in a fixed bed reactor over pure V 2 0 5 cylindrical pellets. Using their data 
and a computerized direct search algorithm, Drott "backed out" the five 
activation energies and the five frequency factors associated with the following 
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364 CHEMICAL REACTION ENGINEERING II 

scheme 

naphthequinone 

k\ Ni ki 
naphthalene > phthalic anhydride > maleic anhydride 

/ c 3 ^ C0 2 ,H 2 0 

Since fc4 is relatively small and k5 >> kl9 this can be reduced to 

k\ k2 

naphthalene > phthalic anhydride • maleic anhydride 
J b 3 

C0 2 ,H 2 0 

with 

/ 28000N 
*t = exp [22Λ -

( 30000\ 
k2 = exp ( 20.35 - ) 

{ 23000\ 
kz = exp I 15.74 — RT'k) 

These kinetics result in inlet operating temperatures of 4 0 0 ° - 4 5 0 ° C which 
are those used industrially. 

Reactor Model 

The mathematical model is essentially the same as that used by Carberry 
and White with the following changes: 

(1) The Peclet number for heat is computed as a function of reactor 
conditions using the Beek (6) modification of the Argo-Smith equation. 

(2) Since appreciable axial temperature gradients exist, the gas density 
is calculated as a function of length. Any variables or properties (e.g., u, Sc, 
Peh, Ke, h, etc.) which depend on density are similarly adjusted. 

For reference, the equations solved on the digital computer are listed 
below: 

dC 1_ / c W 1 dC\ _ dpV(ki + kz)C 
dz ~ Pe m \dr* + r dr / u W 

dz ~ Peh \ar2 + r dr ) +
 9CpuT'0

 ( 5 ) 

Equations 4 and 5 are dimensionless with respect to d p , c 0, and T ' 0 . The point 
yield of the intermediate, phthalic anhydride, is calculated as 

dCp& _ πΐιφ2 tanh φ2 / C p a β \ / β \ 
dC ~ 7 ηι2φι tanh φ, \ C + τ β - 1/ " 7 W - 1/ ( j 

where dfC represents the amount of naphthalene converted to phthalic anhy
dride. The following boundary conditions were used: 

at ζ = 0: Τ - 1, C = 1, C p a = 0 (7) 

dT dC 
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dC 
at r « Dt/2dp: ^ = 0 

where T w is not a function of length. At the surface of the particle 

i?' (fci + *s) C 8 = v(ki + k3)C = fcga (C - C.) (10) 

# = ha (T'B - T) (11) 

In addition, the following equations were needed: 

l-^+ïg^+tfà^ (12) 
-h w = <**" - ̂  <i3> 

/ i w - 0.18 (Re*)0-8 (14) 

For most conditions of industrial importance, the first term in Equation 12 
dominates. Values assumed for the physical and chemical properties are given 
in Table I. 

Table I. Property Values Assumed 

ΔΗι = 380,000 cal/gram-mole (exothermic) 
AH2 - 360,000 cal/gram-mole 
Δ # 3 = 1,110,000 cal/gram-mole 

CP = 7 cal/gram-mole °C 
Ke = 1.1 X 10"4 cal/sec cm °C 
kad = 5 X 10~4 cal/sec cm °C 
β = 0.446 Χ 10"4 gram/cm sec 

cm2/sec D = 0.1 
gram/cm sec 
cm2/sec 

ε = 0.4 

gram/cm sec 
cm2/sec 

Pe m = 10 
7 = 1 
e = 0.9 

Numerical Procedures 

Simulation. The Crank-Nicolsen method was used to solve the finite 
difference versions of Equations 4 and 5. The density and all parameters de
pending on density were computed at each axial increment. In the more severe 
circumstances, this had an appreciable effect on the location and magnitude of 
the hot spot relative to that predicted by a constant density model. 

At a given value of z, the dependent variables were calculated in the 
following order. First, the gas temperature at all radial locations was pre
dicted using Equation 5 together with the value of the heat released by the 
chemical reaction determined at the previous increment. Since the solid tem
perature depends on the heat released, and in turn the rate constants depend 
on the solid temperature, Equation 11 was solved iteratively using the gas 
temperatures just calculated but gas concentrations calculated at the previous 
axial increment. Five iterations were adequate for convergence. The solid 
temperatures were then used with Equations 4, 6, and 10 to compute the 
radial gas concentrations. This completed the calculations at a given increment. 
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Verification that the combined mathematical model and numerical algo
rithm predict realistic results is desirable, but for catalytic packed bed reactors, 
it is difficult to achieve. Since no industrial data are available, we relied on 
the work of Drott as an indirect check. For the same system as considered 
here, Drott used a one-dimensional model and, after an appropriate modifica
tion of kinetic constants, favorably checked his results against the experimental 
concentration profile data of VoFfson (7). We in turn assigned Pe m and Peh a 
value of 0.1, rendering our model temporarily one-dimensional and matched 
Drotts results. 

Aside from accuracy, the precision of the numerical model depends on 
the magnitude of the axial and radial step size, Az and Ar. It is critical to 
determine a value of Az which is large enough to render the model sufficiently 
fast to use in an optimization scheme yet small enough to compute changes 
near the hot spot accurately. Az between 1 and 2 cm satisfies both criteria. 
Computation time for a long reactor, 6 m, using Az = 2, is less than 1 minute, 
yet reducing Az by a factor of 4 changes the results by only 1%. Tests show 
that Ar = 0.3 cm is similarly satisfactory. If the hot spot is severe, a smaller 
Az is needed. However, besides the fact that certain assumptions in the model 
would no longer be valid near the hot spot, one would not run an actual 
reactor at such conditions because of yield deterioration. Therefore, a Az be
tween 1 and 2 cm should be adequate for most conditions of industrial 
importance. 

Optimization. To optimize the reactor operating conditions, one must 
choose the objective function or functions, the particular operating conditions 
with respect to which the objective function will be optimized, and the 
optimization procedure itself. The basis for these choices is given below. 

Inlet gas temperature T ' c , inlet gas concentration, c0, inlet velocity in 
terms of Re, coolant temperature T ' c , tube diameter D t , and particle diameter 
dp were chosen as independent variables because they are negotiable in the 
initial stages of design. Several objective functions—e.g., profit, yield of 
phthalic anhydride, space-time yield, and productivity (i.e., amount of phthalic 
anhydride produced per tube per unit time)—were tested. However, not enough 
accurate cost information was available to render a profit objective function 
meaningful. Space-time yield was also unsuitable because it resulted in very 
short reactors with relatively low yields—an unlikely optimum. Yield and 
productivity used individually gave reasonable optimums, and their combined 
results generated a significant picture of the nature of the optimum. 

Because of the high dimensionality of the optimization and the complexity 
of the simulation needed to determine the objective function, the pattern 
search method of Hooke and Jeeves (8) was used. The best step sizes for 
the independent variables were determined empirically to be approximately 

ΑΤΌ = 2°C ΔΤΌ = 2°C 
Aco = .0002 mole fraction A D t = .05 cm 
Δ Re = 5 Ad ρ = .01 cm 

Thus, although the method starts cautiously with short excursions from 
the starting vector of operating conditions, the total change vector grows 
rapidly with repeated success. Subsequent failure reduces the amount of 
change. Step sizes smaller than those above increases computing time while 
larger step sizes, in the face of possible parametric sensitivity, can lead to 
spurious results. Further aspects of the optimization are best described in the 
context of the results obtained during its use. 
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28. SMITH AND CARBERRY Non-Isothermal, Non-Adiabatic Reactor 367 

Results 

The optimization was first carried out using productivity as the objective 
function, allowing yield to vary and then vice-versa. The results for three 
different sets of starting operating conditions are shown in Figures 1 and 2. 
Operating conditions refer to conditions at the reactor inlet unless stated other
wise. Starting operating conditions are those used to initiate the optimization. 
Other starting operations were tried, and results were similar to those shown. 
Gaps between data points occur when the vector representing successful 
parameter perturbations doubles in accordance with the Hookes-Jeeves algo
rithm. 

3000 

2700 -

2 2400 

1800 

' 1500 

1200 

900 

ο 600 

π 1 1 1 1 1 1 1 1 1 1 1 1 1 
yield =0.88-

-yield = 0.7 7 

Ο χ - y i e l d = 0.58 

yield = 0.79 
° 4- + 4 

" to 

_1_ _L_ _ L _ _ l _ 
200 400 600 800 1000 1400 1800 2200 

Reactor Length at 99% Conversion, cm 

2600 300C 

Figure 1. Optimization using productivity as the objective function 

Operating Conditions at 
Initial Operating Conditions L = 600 cm L = 8000 cm 

Δ 0 + Δ 0 0 
To' 460 480 440 465 468 442 456 
Co .004 .005 .01 .0043 .0054 .0096 .0052 
Re* 120 440 440 140 460 450 500 
TO 460 480 440 420 462 435 430 
Dt 2.0 2.5 2.5 2.7 2.85 2.25 3.5 
dp 0.2 0.25 0.25 .1 .15 .275 .1 

Each point in Figures 1 and 2 represents a different set of operating 
conditions as determined by the starting operating conditions and the sub
sequent search pattern. For a given set of conditions, the simulation is con
tinued to the reactor length at which 99% conversion is obtained. The 
manner in which four of the individual operating conditions vary during one 
optimization is shown in Figure 3. The curves for a given parameter may or 
may not be monotonie, depending on the choice of starting operating condi
tions. This choice is arbitrary insofar as the optimization technique itself is 
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Figure 2. Optimization using yield as the objective function 

Initial Operating Conditions Operating Conditions at h = 400 cm 

Co 
Re* 
T'c 

dr, 

* σ σ 

440 440 420 460 
.005 .01 .004 .0082 

120 120 128 130 
440 440 420 420 

2.5 2.5 1.5 1. 
.25 .25 .25 .35 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

02
8

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



28. SMITH AND CARBERRY Non-Isothermal, Non-Adiabatic Reactor 369 

concerned. By trial and error a set of starting conditions must be found which 
will result in 99% conversion (yield or productivity need not be high) in a 
length considerably less than the maximum tolerable during optimization. For 
Figure 1, this maximum length was chosen as 3000 cm; for Figure 2, it was 
600 cm. The choice of maximum length is a function of the length at which 
the optimum is reached or, as is usually the case, the available computing time. 
Recall that a single simulation of a 600-cm reactor took about 1 minute of 
computing time. A typical optimization to a maximum length of 600 cm 
requires on the order of 40 separate simulations. 

As shown in Figures 1 and 2, the starting operating conditions for the 
optimization have a considerable effect on the subsequent pattern leading to 
the optimum and the number of simulations needed to arrive there. Ideally, 
the optimization algorithm would operate on all starting conditions in such 
a way that the final optimum set of operating conditions would be identical. 
If yield is the objective function, the results of all optimization runs, regardless 
of starting conditions, arrived at an apparent plateau of between 0.85 and 0.88 
at 600 cm, but the final "optimum" operating conditions were not the same. 
If a sufficiently long reactor were used, all optimization patterns would even
tually result in an optimum yield approaching one and similar operating 
conditions (an isothermal reactor). The same reasoning holds when produc
tivity is the objective function. However, a much greater length is now needed 
to even approach the (tilted) plateau. 

0 200 
Reactor Length at 99% Conversion, cm 

600 IOOO 1400 1800 2200 2600 

40 80 120 160 200 240 280 320 360 400 440 480 520 560 600 

Reactor Length at 99% Conversion, cm 

Figure 4. Variation of productivity and yield during an optimization. Same 
conditions as Figures 1 and 2. 

Figure 4 shows the progress of yield when productivity is the objective 
function and vice-versa. When productivity is the objective function, the yield 
eventually increases to an acceptable value, but when yield is optimized, pro
ductivity drops as optimization proceeds (other results show that the produc
tivity generally varies in a random manner). Also, the conditions which favor 
the highest yield invariably result in low productivity. Thus, if a single objective 
function had to be used, productivity would be better. 
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g 0.91 1 1 1 1 1 L__ 
»- 0 100 200 300 400 500 600 

Reactor Length, cm 

T i l l I 
200 300 400 500 600 

Reactor Length, cm 

I 000 r 

0.250 -

0.125 -

0 100 200 300 400 500 600 

Reactor Length, cm 

Figure 5. Base conditions: TO = 468°C, c0 = 0.0054 
mole fraction, Re* = 460, Tc = Tw = 462°C, D, = 
2.85 cm, dp = 0.15 cm. Top: gas and catalyst tem
perature profiles; middle: conversion and yield profiles; 

bottom: effectiveness factor profiles. 
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Analysis of Figures 1 and 4 shows that high productivities can be obtained 
with only a modest sacrifice in yield; also long reactors are needed to approach 
the optimum if one insists on 99% conversion. If this constraint is relaxed, 
the reactor length at which the plateau is reached decreases dramatically. For 
example, if 98% conversion were tolerable, a reactor 25% shorter would 
be sufficient and would simultaneously result in a slightly higher yield. The 
precise conditions the design engineer would choose would be a function 
primarily of feed cost and pressure drop and would likely represent a com
promise between optimum productivity and optimum yield. Assume that a 
600-cm reactor is designed for maximum productivity and 99% conversion. 
For the upper curve in Figure 1, note the operating conditions at 600 cm. 
With these as inlet conditions to the reactor, Figure 5 shows the progress of 
some of the dependent variables with length. In essence, the optimization 
has manipulated the six independent variables so that the maximum tempera
ture is not so high that further reaction of the phthalic anhydride can occur to a 
great extent, yet it is high enough that the desired conversion can be achieved in 
the given length. It seems evident that the model should take into account both 
catalytic effectiveness and radial influences even near the optimum. The cal
culated particle diameter is quite small (see caption, Figure 1). This prevents 
the catalyst from becoming totally ineffective around the hot spot (where most 
of the reaction is occurring). The optimization also favors high Reynolds 
numbers which correspondingly reduce the magnitude of the radial temperature 
gradient and permit larger tube diameters—a desirable feature. High Reynolds 
numbers also maintain the catalyst temperature near the fluid temperature 

Figure 6. Effect of 10° increase in coolant tempera
ture, T ' i r , on reactor temperature, conversion, and 

yield 
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as shown in Figure 5. Some industrial processes operate with low residence 
times which probably indicates high gas velocities and Reynolds numbers. 
Thus, it may be profitable to tolerate much higher pressure drops than are 
presently considered acceptable. Finally, the optimization recommends a low 
feed concentration. We found, in contrast to Froment but in agreement with 
Drott, that lower feed concentrations lead to operating conditions which exhibit 
less parametric sensitivity. 

0 100 200 300 400 500 600 
Reactor Length, cm 

ο a. ο 

Reactor Length, cm 

Figure 7. Effect of 10% increase in inlet feed con
centration, C o , on reactor temperature, conversion, 

and yield 

Some of these trends, such as those involving temperature, Reynolds 
number, or particle diameter may appear obvious on an individual basis (this 
is in fact how the various starting operating conditions for the optimization 
were chosen), but selecting the optimum set of six independent variables from 
the many possible combinations is another matter, particularly since the results 
change considerably (not necessarily in an unstable manner) for relatively 
small changes in the parameters in certain regions of the parameter space. 
Furthermore, a given parameter change may either increase or decrease the 
objective function depending on the state of the other five parameters, as 
illustrated in Figure 3 for the concentration. Thus, an unsystematic search, 
as might occur from random observations of plant data, could prove frustrating 
in locating the optimum operating conditions. Most important, Figures 1 and 2 
show that the choice of the objective function itself requires care. For example, 
one could reasonably look only at yield; in that case the highest yields are 
obtained with smaller tube diameters together with larger particle diameters 
and lower inlet temperatures and Reynolds numbers. However, Figures 1 and 
4 show that much higher productivities, with only a small sacrifice in yield, 
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can be secured by using larger tube diameters and smaller particles, in direct 
contrast to the trend indicated with yield as the objective function. 

Immunity to parametric sensitivity is of course not guaranteed for the 
particular "optimum" conditions obtained. However, as Froment notes, this 
may be as critical a factor as any in selecting an operating strategy. Figures 
6 and 7 show the sensitivity of the results of Figure 5 to a 10° perturbation in 
coolant temperature, and a 10% increase in naphthalene concentration, respec
tively, these representing the two most crucial operating conditions. The re
sulting temperature profiles are impressively stable. Note also the yield 
deterioration of approximately 10% which accompanies the enlarged hot spot. 
During some optimizations, with the kinetics we have used, we have noticed that 
there are combinations of the operating parameters which result in sensitive be
havior. Higher feed concentration is one. Large catalyst particle diameters also 
exhibit increased parametric sensitivity. Thus, as a side benefit, the algorithm 
seems to lead to conditions which are not only in some sense optimum but also 
more stable. Indeed, this might indicate that parametric sensitivity, as it relates 
to design and simulation, is not as major a problem as suspected. 

The effect of dealing with a more active catalyst particle—i.e., a particle 
containing more actual catalytic material—can be studied by carrying out 
the simulation with pre-exponential factors increased by a factor of 5. Opti
mization with productivity as the objective function showed that the more 
vigorous kinetics enables the reactor to operate at a lower temperature for 
greater yield, in agreement with the results of Chomitz (9) and Drott (5). 
In fact, yields >90 mole % were possible with these kinetics. This advantage 
is secured at the price of greater parametric sensitivity which in turn reduces 
maximum productivity by restricting inlet concentration and tube diameter. 
In addition, reactor control would be more difficult. 

Regardless of the kinetics, one might inquire as to the nature of the 
solutions at lengths preceding those of the plateau. Actually, in Figures 1 
and 2, the points prior to the plateau are not necessarily optimal, and there 
seems to be no straightforward way of obtaining the optimum for these lengths. 
This is because if one proceeds from given starting operating conditions and 
perturbs each independent variable in turn, those successful perturbations in
variably result in a reactor which requires additional length to achieve the 
desired 99% conversion. Since optimization involves changing the character 
of the hot spot, the above observation makes sense. However, as a result, there 
is no obvious method, short of superimposing an optimization of the starting 
operating conditions themselves, to ensure an absolute optimum for shorter 
reactors. The variety of starting operating conditions tried, although specula
tive, were guided by the parameter trends and ensure that the magnitude 
of the plateau itself is correct. 

Conclusions 

The major results of the optimization are as follows: 
(a) Productivity is the most useful objective function for preliminary 

design work. 
(b) Very high productivities can be obtained with little sacrifice in yield 

by using small catalyst particles, large tubes, low feed concentrations, and high 
Reynolds numbers (i.e., high gas velocities). In contrast, optimization based 
on yield alone calls for large catalyst particles, small tubes, and lower tem
peratures and gas velocities and results in low productivities. 
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374 CHEMICAL REACTION ENGINEERING II 

(c) The operating conditions for high productivity exhibit relatively low 
parametric sensitivity. 

(d) Although long reactors are necessary to reach the highest produc
tivity (not the case with yield), the optimization has established a goal against 
which the results of new strategies to improve reactor performance can be 
compared. Also a slight relaxation in the 99% conversion specification results 
in much shorter reactors. 

(e) The design engineer, in light of previous plant experience, can sug
gest additional constraints (e.g., pressure drop limitations) which will reduce 
the size and limits of the search space. He can also construct a more mean
ingful objective function in terms of total capital and operating costs rather 
than productivity per tube. This would settle the question of whether the 
higher pumping costs resulting from the small catalyst particles and high gas 
velocities are outweighed by the associated large increase in productivity. 

(f) A more active catalyst limits maximum productivity because of in
creased parametric sensitivity. 

(g) The question of parametric sensitivity as it relates to invalidating 
computer oriented design and simulation now appears academic. If a certain 
combination of operating conditions renders the reactor parametrically sensi
tive, then, as shown by the optimization, said conditions will also result in 
productivities and yields which are far from optimum. It is therefore suffi
cient that a simulation can alert one to the existence of parametrically sensitive 
conditions so they can be avoided. 

Nomenclature 
a external surface-to-volume ratio of catalyst particle 
Bi Biot number for mass transfer, ksL/D 
c naphthalene concentration in air, mole fraction 
C concentration, dimensionless with respect to cQ 

CO heat capacity of gas, cal/gram-mole °C 
dO catalyst particle diameter, cm 
D t inside tube diameter, cm 
D e r effective mass diffusivity in radial direction, cm2/sec 
D molecular diffusivity, cm2/sec 
e emissivity 
Ei activation energy of ith reaction, cal/gram-mole 
h interphase heat transfer coefficient, cal/sec cm 2 °C 
/ i w wall heat transfer coefficient, cal/sec cm 2 °C 
AH ι heat released by i t h reaction, cal/gram-mole 

4 
H total rate of heat release, Σ Δ Η ^ , cal/cm 3 sec 

ki reaction rate constant of ith reaction, sec"1 

k0i frequency factor of ith reaction, sec"1 

ke interphase mass transfer coefficient, cm/sec 
ksa thermal conductivity of solid, cal/sec cm °C 
Ks thermal conductivity of gas, cal/sec cm °C 
L 1/a 

Peh Peclet number for effective heat transfer in radial direction, dOu*/λ 
Pe m Peclet number for effective mass transfer in radial direction, aOu/DeT 

Pr Prandtl number, οΌμ/Κε 

r radial coordinate, dimensionless with respect to dO 

R ideal gas law constant, 1.987 cal/gram-mole °K 
Re Reynolds number, d^u/v, at reactor inlet 
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Re* Reynolds number based on superficial velocity, dOu*/v, at reactor inlet 
Ri rate of ith reaction, gram-mole/cm3 sec 
Sc Schmidt number, μ/pD 
Τ temperature, dimensionless with respect to T'0 

Τ temperature, °C 
T" k temperature, °K 
u interstitial gas velocity, cm/sec 
w* superficial velocity, EU, cm/sec 
ζ axial coordinate, dimensionless with respect to dO 

Greek Letters 
β ratio of rate constants, kx/k2 

γ intraphase diffusivity ratio, Dm/Dn 

Δ step change 
ε void fraction of catalyst bed 
η catalytic effectiveness factor, tanh<£/φ 

tanh<£ 

η modified catalytic effectiveness factor, Φ accounting for 
interphase mass transfer 

λ effective thermal conductivity in radial direction, cal/cm sec °C 
λ' λ'/pCp, cm2/sec 
μ viscosity, gram/cm sec 
ν kinematic viscosity, μ / ρ , cm2/sec 
p gas density, gram-mole/cm3 

σ Stefan-Boltzmann constant, cal/sec cm 2 °K 4 

φ4 Thiele modulus for ith reaction, L 

Subscripts 
ο entrance of reactor, ζ = 0 
c coolant 
η naphthalene 
pa phthalic anhydride 
s surface 
sd solid 
w wall 
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Mixing and Product Distribution with 
Series-Parallel Reactions in Stirred Tank and 
Distributed Feed Reactors 

B. W. RITCHIE and A. H. TOBGY1 

Department of Chemical Engineering, University of Exeter, Devon, England 

Micro- and macromixing models are presented which enable one 
to correlate the effects of the operating variables with the per
formance of multistage reactors. Comparison between the single 
parameter micromixing model and the single parameter models 
of Νg and Rippin and of Villermaux and Devillon indicate gen
eral agreement on micromixing effects for two isothermal series 
parallel reactions in a CSTR. For distributed feed reactors segre
gation improves performance for premixed feedstreams and re
duces maximum yields for unpremixed feedstreams. Macromixing 
is characterized by the theoretical and experimental residence 
time frequency functions of a distributed feed reactor. Analysis 
of reactor performance shows that, although improvement in 
maximum yield obtained by using crossflow is small, it is possible 
to operate at high yields while reducing reactant conversion. 

T o analyze the importance of mixing on product yield in chemical reactors, 
many models have been developed. They have concentrated mainly on the 

effects of residence time and micromixing for single reactions with arbitrary 
kinetics. With more complex reactions (several products) where high con
version should be accompanied by high selectivity, mixing will probably be 
more important. 

A qualitative analysis by Levenspiel (I) indicates the importance of mix
ing on product distribution for various complex reactions. For series-parallel 
reactions various contacting patterns are possible, leading to big differences in 
product distribution. To consider quantitatively these effects in reactors with 
distributed feeds such that the residence time distributions of the separate 
feedstreams are different, the deterministic flow, stochastic micromixing model 
of Treleaven and Tobgy (2) was invoked. This model was applied to a set of 
two series-parallel reactions which are assumed to have second-order kinetics 

1 On leave from the Department of Chemical Engineering, University of Cairo, 
Giza, Cairo, Egypt. 
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29. RITCHIE AND TOBGY Mixing 377 

and to take place isothermally with no volume change. The importance of 
macromixing characterized by the residence time distributions and of micro-
mixing characterized by the degree of segregation intermediate between the 
states of complete segregation and of maximum species and age mixedness (3), 
on the selectivity, yield, and conversion was determined. 

General Considerations 

Ideal States of Mixing. The reaction chosen is typical of many important 
industrial systems, such as the nitration and halogenation of hydrocarbons, 
the addition reactions of alkenes with proton donors, and the saponification of 
polyesters, where the intermediate product is desired. These processes are 
frequently bimolecular, irreversible, and, when occurring in the liquid phase, 
essentially constant density reactions. The reactions considered are: 

A + Β -> C (desired product) (1) 

and C + B h D (2) 

where kt and k2 are the reaction velocity constants; selectivity, σ, and yield, η, 
may be defined with reference to either A or B, such that, 

cc cc cc v cc v 

<y C A = ; σ ο Β = J VGA — = AÎ T?CB = = 5CBAB 
CAO — CA CBO — CB CAO CBO 

Reaction behavior in plug flow (or batch) reactors, in perfectly mixed 
continuous stirred tank reactors and in combinations of these reactors, has been 
considered (1, 4-10). To improve performance, recent publications have con
sidered operating stirred reactors under semicontinuous conditions (11-13) 
while others have advocated the use of temperature programming (14). 

With steady operating conditions in an isothermal reactor, product distri
bution at different conversions is determined by solving relevant material bal
ances. The ratio of the rate equations of A and C eliminates the time variable 
so that, 

for a plug flow (or batch) system: 

dCA fê) " 1 ( 3 ) 

and for a single PCSTR: 

1 
Cc CAO 

CAO J , ι CAO Ι \ (4) 

Levenspiel (I) indicates product behavior at different conversions of A. For 
any value of K, selectivity and yield are higher in a PFR than in a single 
PCSTR. In both cases the yield of the intermediate can pass through a maxi
mum, whose magnitude increases with decreasing Κ and occurs at increasing 
conversions. To determine the effects of reactor holding time and initial 
reactant concentrations, it is necessary to solve the relevant rate equations (6, 
7,8). Their solutions indicate that although any reaction path is determined 
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Table I. Conditions Necessary for Maximum Yield in Ideal Reactors 

PFR (or Batch) 1-PCSTR 

Conversion of A X A « 1 - Kl/(l~K); Κ τ* 1 X A = 1/ (1 + Κψ) 
Χ Α - 0.632 ; Κ = 1 

Damkohler Dai is a function of ( Χ Α , Κ , β ) ; „ 1 
number the rate equations must be "~ the rate equations must be r 2K1/2 + 1"| 

solved simultaneously. Κ112 — ̂ 1 / 2 _j_ J 

Maximum TJCA = Κκ^-Κ>; Κ ^ 1 IJCA - 1/(1 + #V 2) 2 

yield η ο Α = 0.368 ; Κ = 1 

1 Γ ί> 1 
Minimum β = 2(1 - jp/u-*)) _ 

stoichiometric #χ/α-*> ; # ^ ι ft _ 
ratio β = 0.896 ; Κ = 1 P 1 + X 1 / 2 L " 1 + # 1 / 2J 

by reactor type and the value of K, the position along the path at any holding 
time is a function of β and the Damkohler number ( D a ^ . Decreasing β at 
fixed Dax improves the selectivity. Table I summarizes the conditions necessary 
for maximum yield in a PFR and single PCSTR. The optimum combination of 
selectivity and yield at which a reactor operates depends largely on the value 
of the raw materials and products and the cost of subsequent separation. 

Intermediate States of Mixing. If the hydrodynamic properties of the 
fluids, the reactor geometry, and agitation are such that mixing is not ideal, 
the relationships on which the reaction paths of a PFR or PCSTR are formu
lated become invalid. It then is necessary to develop a model which considers 
mixing effects. The most successful approach used to characterize intermediate 
states of mixing seems to be that involving the random coalescence model 
involving a single mixing history parameter, I, and simulated by Monte Carlo 
methods. Other approaches have been used to establish whether micromixing 
affects the outcome of various reactions by quantifying the difference between 
the extreme mixedness states of complete segregation and maximum mixedness 
(15). Tobgy (16) has reviewed this subject in great detail. 

For I to be an essentially hydrodynamic parameter it should be inde
pendent of those parameters which characterize the chemical reactions; for 
isothermal homogeneous second-order reactions, these are the first Damkohler 
number and the stoichiometric ratio. The jet reactor mentioned below and 
described by Treleaven and Tobgy (17) was designed as a relatively severe 
experimental test of whether I is such a suitable hydrodynamic parameter, 
and this was shown to be the case. There is however no inherent reason in 
formulating random coalescence models for using a single value of I to char
acterize micromixing throughout a given reactor. In correlating the experi
mental data of Vassilatos and Toor (18) for an unpremixed feed tubular 
reactor, Kattan and Adler (19) found that the model that closely fitted the 
results involved a variation of I with axial position. On the other hand, others 
(20, 21, 22, 23) have correlated the same data using two different models, each 
based on single values of I, and I was independent of the chemical reaction 
parameters above. Evangelista et al. (24) showed that for a given working 
fluid in stirred tanks of similar geometric dimensions, the theory of homogene
ous, isotropic turbulence leads to a value of I which agrees well with the 
experimental results for the overall mixing time determined by Van de Vusse 
(25). A similar approach was adopted by Otte et al. (26). Evangelista et al. 
(27) also used a single value of J and turbulence theory to analyze the effect 
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29. RITCHIE AND TOBGY Mixing 379 

of imperfect mixing on stirred combustion reactors. Komasawa et al. (28) and 
Villermaux and Devillon (29) studied second-order and complex reactions in 
two-phase continuous flow stirred tanks and obtained good agreement, within 
experimental error, between coalescence and redispersion rate as determined 
by chemical conversion and direct physical measurements. The foregoing 
seems to suggest that I does account for the fluid mixing patterns within the 
vessel and is independent of the reaction—providing the reacting fluids have 
the same hydrodynamic characteristics. 

The Random Coalescence Model 

Formulation. The flow process is simulated in a non-random manner by 
using deterministic forms of the residence time frequency functions (2). 
Each residence time and residual lifetime frequency function is expressed 
in Κλ discrete intervals of magnitude Δλ. Elements from the K\th residence 
time interval of each feedstream are entered into the Kxth residual lifetime 
interval in the reactor, and on the basis of the value of I, a corresponding 
number of elements are selected at random, and instantaneous pairwise 
coalescence and redispersion simulate the micromixing. J is the average number 
of coalescences and redispersions experienced by each fluid element in the 
reactor. After these flow and micromixing steps, the batch kinetics are inte
grated over the residual lifetime interval, Δλ, for each fluid element. These 
three simulation steps are repeated for each decreasing residual lifetime interval 
until λ = 0, when all elements with zero residual lifetime exit the reactor. The 
selectivity and yield of the desired product and the conversions of the reactants 
are calculated from the population of leaving elements. 

Integrating the Batch Kinetics. At the end of each flow and micromixing 
step in the simulation procedure, each fluid element is subjected to a batch 
reaction of duration Δλ. The number of reaction rate equations to be solved 
can be reduced from four to two by defining conversion parameters, υ and to 
so that the concentrations of the reacting species are: 

CA = CAO — v; CB = CBO — ν — w; cc = ν — w; and CD = w. 

Material balances on reactant A and product D then give: 

^ = ki (CAO - v) (CBO - ν - w) (5) 

and, 

^ = k2 (v — w) (CBO — ν — w) (6) 

where 
CAO = CA + CC + CD (7) 

and, 
CBO = CB + cc + 2cD (8) 

Further treatment of the parent rate equations reduces the number of 
differential equations to one: 

1:I [(T=?) c~ + (f?i) ^K ~ «°]cT; K *1 (9) 

Co = 2c AO — CBO (10) 

dcx 
~dt 

where 
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380 CHEMICAL REACTION ENGINEERING Π 

Solution of Equation 9 gives cA(t), and the concentration of Β can be calcu
lated from 

CB = ( 1 _ K ) cA + ( 1 _ KJ cA
K - C O ; A F 1 

The concentration of C and D follow from a material balance 

(11) 

cc = CB — 2cA -f co (12) 

CD = CA — CAO — CB + CBO (13) 

Here, the batch kinetics were integrated using a sixth-order Runge-Kutta pro
cedure (30). The integration time step length is given by 

DtRK = Δλ/DENOM (14) 

where D E N O M is an integer input to the simulation procedure. With high 
values of D a x it was necessary to specify a large value for D E N O M (e.g., with 
D a x = 100 and β = 0.5, DtRK was τ / 8 0 0 ) . In attempting many simulations 
in this region it would help to use predictor-corrector techniques (31) to solve 
the differential equations. In solving the set of batch kinetic equations, generally 
no computer time was saved in reducing the differential equations to one. 

Simulations. Simulations were done on an ICL 4/50 computer using a 
total feed population of M = 200 elements. The residence time and residual 
lifetime distributions were discretized into intervals of ca. τ /40 sec. The num
ber of elements representing the reactor population follows from N R = Μτ/Δλ. 
In calculating D a x and the stoichiometric ratio, the flow weighted inlet concen
trations were calculated from 

2 2 
^ QjCAjO 2̂  QjCB/O 

CAO = ;-^2 ? CBO = J-^\ (15) and (16) 

Σ ft Σ ft 
i=l 3=1 

where cAJ0 and c B J 0 are the inlet concentrations of A and B, respectively, in 
stream ;. 

Checking the Simulation Algorithms. To test the simulation procedure 
and the associated computer programs, initial trials were done using the resi
dence time frequency function of a single CSTR to characterize macromixing. 
In these cases, 

/i(0 - M0 = ( J ) (17) 

Both premixed and unpremixed feed stream situations were considered, 
and K, D a 1 ? and β were selected to allow comparison between the predictions 
of the random coalescence model and those of the single parameter models 
of Villermaux and Devillon (29) and of Ng and Bippin (32), as applied by 
Anand (33). 

COMPARISON WITH THE MODEL OF VILLERMAUX AND DEVILLON. In quanti
fying the effects of micromixing in 1-CSTR, Villermaux and Devillon (29) 
assumed a particular coalescence and redispersion mechanism and defined a 
transfer coefficient such that the concentration of an element within the reactor 
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29. RITCHIE AND TOBGY Mixing 381 

Figure 1. Comparison with the predictions of Villermaux and 
Devillon s model, when Κ = 0.5, β = 1. Random coalescence 
model: • , ί = 0; >, I = 2 ;V , I = 4; φ, I = 5; Δ, I = 20; 

, data of Villermaux and Devillon (29); , PFR; 
, 1-PCSTR; , lines of constant Damkohler 

number. 

population evolves as a function of time: 

^ = h (Ci - Ci) - η, i = A,B,C.D (18) 

where q is the average concentration of coalescing elements. The fluid inter
action mechanism is that postulated by others (34, 35, 36). Villermaux and 
Devillon related the transfer coefficient, ft, to the frequency of coalescence, ω, 
by 

h = ω/4 (19) 

and introduced a dimensionless micromixing parameter b (= hr) such that 
when b = 0, the reactor is completely segregated, and when b = oo, the reactor 
is at maximum mixedness. 

Figure 1 shows the results of simulations with Κ = 0.5, β = 1, and 
1 < Da! < 100. Maximum mixedness conversions are calculated from the 
material balance equations for a single PCSTR. Solid lines are predictions of 
reactor performance based on the Villermaux and Devillon model for premixed 
and unpremixed feedstreams; also shown are the predicted average exit con
centrations based on the random coalescence model and premixed PFR. Two 
distinct regions are formed, depending on whether the feed is premixed or 
unpremixed. Serious quantitative comparison between the models is difficult 
for premixed feedstreams because micromixing effects are small; the models 
do however predict behavior within the same limits. Conversions calculated 
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382 CHEMICAL REACTION ENGINEERING Η 

with intermediate mixing are bounded by the completely segregated and maxi
mum mixedness conversions. Segregation favors both selectivity and yield. 
With high D a x values and finite values of the micromixing parameters both 
models indicate that behavior is approaching that in a PFR; only in the maxi
mum mixedness case does the reaction path terminate at the maximum 
mixedness conversion. This is understandable because since D a t is high, 
conversions are calculated with high values of kx and k2 resulting in reactant 
Β being almost entirely consumed in the fluid elements before the latter have 
had time to coalesce or to exit from the reactor. 

With unpremixed feedstreams, conversion with intermediate mixing states 
fall between the maximum mixedness conversion and that calculated on the 
basis that the reactions are infinitely fast (i.e., and k2 are very large, but the 
ratio Κ remains constant). Here segregation is detrimental to performance. 
Although the two models are based on different mechanisms of fluid element 
interaction and thus do not compare exactly in their predictions, these pre
dictions are not very different if I = 4b, at least where interaction is significant, 
0 < I < 40. Only when segregation is high and the concept of an average 
concentration influencing the rate of transfer becomes less than realistic do the 
models' predictions differ considerably (I <4 , b < 1). Under such conditions, 
the random coalescence model would be expected to represent local conditions 
better (37). 

COMPARISON WITH THE MODEL OF N G AND RIPPIN. The micromixing 
model of Ng and Rippin (32) stipulates an entering environment which is in 
a state of complete segregation and a leaving environment which is in a state 
of maximum mixedness. The exit stream from the reactor is a mixture from 
both environments, and it is assumed that any fluid element in the entering 
environment has an equal probability of being transferred to the leaving envi
ronment. The rate of transfer between these two environments is 

- ^ == mR (20) 

For second-order and autocatalytic reactions in a single CSTR, Tobgy 
(38) has shown that if a reduced yield, Y, is defined such that Y = actual 
yield/yield at maximum mixedness, a unique relationship exists between Y 
and the micromixing parameter, R T , 

Y = 5 Γ Π ( 2 1 ) 

which is not a function of any reaction parameter excepting as they influence 
the maximum mixedness conversion. On analyzing the results of Anand (33). 
Equation 21 was found also to hold for series-parallel reactions (Figure 2). 

The models are identical in their predictions for reactors at maximum 
mixedness; transfer between the entering and leaving environments is com
plete. Intermediate mixedness represented by the Ng and Rippin model is 
defined in terms of elements in the two extreme states only; this is not the case 
with the random coalescence model, and a reactor operating with an arbitrary 
state of micromixing may contain elements having a spectrum of mixing states. 
Nevertheless, both models indicate micromixing effects of the same order of 
magnitude, but with the random coalescence model the relationship between Y 
and ί is not unique. The random coalescence model presented here, when 
applied to 1-CSTR, should give results identical to the model of Spielman and 
Levenspiel (39) and Kattan and Adler (40) since the micromixing mechanism 
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τ τ η 1—ι ι ι ι n i ι 1—I I I I III 

Δ 
PREMIXED FEEDSTREAMS ~ Δ A"^%P 

UNPREMIXED FEEDSTREAMS 

0-1 1 10 100 
MICROMIXING PARAMETERS RX and I 

Figure 2. Comparison with the predictions of Ν g and Rippin s 
model. Random coalescence model (Y vs. I). 

β Κ Da! 
Ο 1 3 0.544 

+ 1 5 0.544 
Δ 3 3 0.198 • 3 3 0.544 

• 3 5 0.138 
Χ 3 5 0.544 

-, RT/CRT + 1) vs. Rr and also Y vs. Rr based on the 
results of Anand (33). 

'2,n+1 
*2,n+1 -2.N-1 

c1,n-1 1̂.n 

Figure 3. Multistage reactor with fresh feed introduction be
tween stages 

is the same. Rao and Edwards (41 ) have indicated general agreement between 
the Ng and Rippin model and that of Spielman and Levenspiel. 

Performance in Reactors with Feed Distribution 

To improve selectivity reactant A should react uniformly while reactant Β 
should be introduced so that the concentration of A is kept high and that of 
Β is kept low. To do this, one can operate stirred reactors semicontinuously 
by adding Β gradually into a vessel which already contains all of feed A (11, 
12). For continuous reactors a crossflow system such as that in Figure 3 can 
be used. In such a system each feedstream has its own residence time 
distribution. 

Effects of Micromixing. To predict the effects of micromixing in reactors 
with distributed feed, one set of experimentally determined residence time 
distributions for the axisymmetric jet reactor (42) was used to characterize 
macromixing. Stream 2 is the jet stream, and stream 1 is the surrounding 
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384 CHEMICAL REACTION ENGINEERING II 

secondary flow. The different residence time distributions for the streams 
were produced by using a relatively high U2/U1, and turbulent entrainment 
was achieved by keeping the jet Reynolds' number above 1500. Figure 4 
shows the values of the flow rates, mean residence times, and residual lifetime 
frequency functions. The residence time frequency functions are available 
(42). Analysis of these residual lifetime distributions indicates that only ele
ments of stream 1 are available for micromixing at <» < λ < 11. Population 
balances on the elements forming the reactor population show that this region 
accounts for 8% of the reactor volume. At 11 < λ < 4, which accounts for 
42% of the reactor volume, stream 1 is in excess volumetrically, and selectivity 
should be highest when the reactants are introduced separately and stream 2 
contains reactant B. 

Reactor performance has been simulated at 0.05 < Κ < 10, for industrially 
important series-parallel reactions (4, 9). In particular, consideration is given 
to the effects of mixing intensity (i), D a l y and the method of introducing the 
feedstreams on the selectivity and yield of the intermediate product when the 
residual lifetime distributions of Figure 4 characterize the macromixing. 

Three methods for introducing the reactants are considered. Two are for 
unpremixed feedstreams and arise when stream 2 contains only A and then 
only B; the third is for premixed feedstreams both containing A and B. Initial 
simulations were done with β = 1 and Κ = 1 at 0 < D a x < 10, with two 
values of I: 

(a) I = 7.5, a typical value found (17) on calibrating the reactor using 
a known second-order reaction 

(b) I = 100 which would correspond to micromixing conditions in a 
distributed feed reactor operating at almost maximum mixedness. 

0.22 

- 0.20 " "X \ 

-< 
^ 0.18 -

c 0.16 -ο 

1 0.14 -
3 

L L STREAM I 
STREAM 2 >* 0.12 =. υ 

.ι ' • • Τ " " I I I I 1 

θ 10 12 14 16 18 20 22 24 26 28 30 
Residual Lifetime ( Λ ) [s] 

Figure 4. Residual lifetime frequency functions for the jet 
reactor. , coaxial secondary stream; Qi = 50 cm5 sec"1; 
η = 8.52 sec. , central jet stream; Qt = 50 cm5 sec"1; 

η = 4.94 sec. 

The results in Figure 5 indicate that the method can be influenced largely 
by the degree of segregation in the reactor and that performance, even with 
low mixing intensities, is generally better than operation in 1-PCSTR. For the 
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o.i I « 1 i 1 1 
O.A 0.5 0.6 0.7 0.8 0.9 

SELECTIV ITY ( C r / ( C A _ - C . )) C AO A 

Figure 5. Yield vs. selectivity with jet reactor 
RTD's, at two values of I and three operating 
policies vs. a PFR and single PCSTR; Κ = 1; 

β = 1. 
, PFR; ,1-PCSTR; 

j jet reactor with stream 1 containing 
only Β and stream 2 containing only 
A 

9 jet reactor with stream 1 containing 
only A and stream 2 containing only 
Β 

, jet reactor with both streams con-
taining premixed A and B. 

X, Da, = 0.5; Δ , Dai = 1; • , Dat = 2.43; 
O, Da, = 4; β, Da1 = 10. 

jet reactor and J = 7.5, conditions are segregated, and the highest yields occur 
when the feedstreams are premixed; selectivities approach those obtainable 
with plug flow, although the yields are lower. 

When the reactants are introduced separately, selectivity and yield (at 
the same Da x ) are higher when Β is introduced in the stream with the shorter 
mean residence time—i.e., stream 2. When D a x is less than the plug flow 
optimum of 2.43, selectivities with separate feeding are greater than those with 
plug flow, but the yield is reduced. With / = 100 and stream 2 containing only 
B, the reaction path closely matches that with plug flow, and selectivity is 
markedly improved for Daj < 2.43. Figure 5 also shows that the yield increases 
with D a x and passes through a maximum at or near the plug flow optimum. In 
each case, however, the maximum yield is lower. 

Figure 6 shows the effect of changing I on the selectivity and yield for 
three values of K. With these reaction conditions, selectivities are relatively 
insensitive to micromixing; only at low Κ is increased mixing intensity accom
panied by increased selectivity. In all cases, however, increased mixing intensity 
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386 CHEMICAL REACTION ENGINEERING II 

is accompanied by an increased yield and conversion as more of the reactor 
volume becomes effective. 

The dependence of the yield from the jet reactor on the reaction velocity 
constant ratio is shown in Figure 7. The yields for plug flow operation, and 
steady state processing in a single PCSTR are the maxima obtainable with these 

10 100 
MICROMIXING PARAMETER ( I ) 

Figure 6. Effect of micromixing on se
lectivity and yield when jet reactor is 
operated with stream 1 containing only 

A, and stream 2 containing only B. 
Κ β Dai 
0.1 1.127 11 
1 1 2.43 
8 0.443 2 

Κ ratios. In each case β was chosen so that the PFR and PCSTR would operate 
with 95% conversion of B: 

2XA - VCA (22) 
p 0.95 v ' 

where X A and η€Α are calculated from Table I, and D a x is calculated accord
ingly. The jet reactor was considered to operate with the same D a x and β as 
calculated for plug flow operation and with stream 2 containing only B. The 
highest yield at each Κ is that from plug flow operation, but with the segregated 
jet reactor (J = 7.5) the yield is greater than that from a single PCSTR when 
Κ > 1.5, and the selectivity is greater than that obtainable with plug flow. For 
example, when Κ = 1, the jet reactor yield is 3% less than that from the 
PCSTR, but selectivity is 29% greater; when Κ = 8, the jet reactor yield is 
19% greater than the PCSTR's, and selectivity increases by 64%. Since the 
calculations are based on a PFR and single PCSTR operating at the same con
version of B, the volume requirement of the jet reactor would be considerably 
less than its PCSTR counterpart. 
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VELOCITY CONSTANT RATIO (K) 

Figure 7. Selectivity and yield obtainable with 
jet RTD's vs. steady-state processing in a PFR, a 
single PCSTR, and with unsteady processing in 
a single PCSTR (13) as a function of the velocity 
constant ratio. · , jet reactor with I = 
100; 9 jet reactor with I = 7.5; , 
PFR; , steady PCSTR; , pulsed 

PCSTR. 

The selectivities and yields possible with periodic operation of a PCSTR 
(13) are included in Figure 7. They were calculated at the optimum period Θ 
and with β = 1 at each Κ value. While the jet reactor is better than a PCSTR 
when Κ > 1.5, at the other end of the scale (K < 0.2) periodic operation offers 
a similar improvement, but the volume requirement of the reactor is not 
reduced. 

Effects of Macromixing. In illustrating the effects of micromixing, con
sideration has been restricted to the effects of changing the intensity of mixing 
for a single macromixed state. One feature of series-parallel reactions is the 
variety of contacting patterns possible. To consider the effects of such changes 
on the maximum mixedness conversions, the authors have developed a model 
for the residence time distributions in general multistage systems with fresh 
feed introduction between stages (43). 

A schematic of the system is shown in Figure 3, and the residence time 
frequency functions, when each stage is a perfect macromixer are: 

Μ) - Σ - I T 

e-»y 
(23) 

N-l 
QïN+l-k χ 

'·«>• = G 4 - ) Σ Σ (24) 
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where τ, == γ-2-, j = 1, 2 . . . N, and all τ, are different. (25) 

To show the effects of changing the feed distribution, results are reported 
for a system where stream 2 is distributed so that the cross-flow forms an 
arithmetic progression, so that: 

in general, 
Q 2 , n = Q2.«-i + dQ (26) 

and, in particular, 

Q2,n - 9j± - \ (N + 1) dQ + ndQ (27) 

and 
Q... = Quo + η [ % ΐ - ί (ΛΓ + 1) *,] + ^ ^ d Q (28) 

When each stage in the cascade is a PCSTR, the conversion can be calcu
lated by applying steady-state material balances across each stage in turn. Such 
a reactor is in the state of sequential mixedness (44). To illustrate the possible 
operating policies available for a series of equal volume PCSTR's, results are 

Α·°ι 1 1 1 1 1 1 1 1 

Figure 8. Residence time frequency functions of four 
PCSTR's in series with crossfiow of stream 2 between 

stages. V/(Qi,0 + Qt,0) = 0.5 sec. 

reported for a four-stage cascade. In order that each (?2,η/(?2,ο * s always 
greater than zero, the common difference dQ must be: 

2 ^ _^Q_ ^ 2 (OQ\ 

N(N - 1) Q,, 0 N(N - 1) V ' ; 
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Damkohler Number ( ^ C ^ Q T ) 

Figure 9. Yield and selectivity of an equal-volume, four-stage reactor 
in the state of sequential mixedness as a function of (IQ/Q^O and Dai. 
A Conditions for high yield accompanied by high selectivity. 

Yield of C(CC/CAO). Selectivity (CC/CAO - CA). 

Thus, in the case in question, -0.1666 < dQ/Q2i0 < 0.1666. 

Figure 8 shows the residence time frequency functions of the feedstreams 
when dq — —0.15 and dQ = 0.15. Stream 2 has a smaller mean residence time 
than stream 1; as dQ increases, the mean and variance of the residence time 
frequency function of stream 1 increases while the mean residence time of 
stream 2 decreases. 

The response surfaces of yield and selectivity as a function of dQ/Q2o 

and D a x are shown in Figure 9 when Β is the crossflow, stream 1 contains A, 
Κ = 1, and β = 1. The maximum yield (^cA )max = 0.3276 and occurs when 
dQ/Q2,o = -0.029 and D a x = 6.724. It represents a 1.7% increase vs. that 
from a four-stage, equal-volume, cascade with no crossflow. Since both reac
tions are of the same order with respect to B, the improvement in yield when 
Β is distributed across the cascade is small and requires an increase in the total 
reactor volume for the same production rate. However, Figure 9 indicates that 
the crossflow cascade can be operated at the maximum yield of a four-stage, 
equal-volume cascade operated with no crossflow while reducing the conver
sion of A by about 6.8%. 

Discussion 

This study was done first to develop a method to predict the performance 
of multistage distributed feed reactors with fresh feed addition between stages. 
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390 CHEMICAL REACTION ENGINEERING U 

Where the stage boundaries are not clearly defined, the conversion limits lie 
between those of complete segregation and maximum mixedness, based on the 
exit residence time distributions of each feedstream. Intermediate mixing states 
can be characterized by the random coalescence model. When the stage 
boundaries are well defined (—e.g., in a series of stirred tanks with crossflow), 
sequential application of the random coalescence model can be used to deter
mine performance. 

The second objective was to determine whether deviations from ideal 
mixing are detrimental to reactors with series-parallel reactions. In the cases 
considered here a degree of segregation will improve performance if the feed-
streams are premixed whereas with unpremixed feedstreams, segregation re
duces possible maximum yields. An important stage in designing feed distribu
tion systems will thus involve methods of improving micromixing by improving 
both the design of impellers and method of feed introduction. For example, 
multiple impellers with multiple feed entry points per impeller could increase 
micromixing without increasing energy consumption. This need for proper 
design will become increasingly important as the relative rates of reaction 
increase, to prevent oversubstitution in segregated regions adjacent to the feed 
entry points (II). 

With the same total reactor volume and with distributed feeding the high
est selectivity occurs when Β is introduced with the shorter mean residence 
time. By progressively increasing the crossflow volumetric flow rate across the 
cascade, the ratio of the mean residence time of stream 2 to stream 1 is reduced; 
this improves selectivity further, and, with suitable choice of an operating 
Dai number, the sequential mixedness yield can exceed that for a staged 
reactor with no crossflow. 

The best operating conditions for distributed feed reactors are difficult 
to select because the secondary stream volumetric flow rate and/or the stage 
volume distribution may be varied. The macromixing models presented here 
and elsewhere (43) allow direct search algorithms to be applied to optimiza
tion of suitably formulated objective functions. Application of the random 
coalescence micromixing model to these optimum cascades will then indicate 
quantitatively the micromixing effects and how rapidly performance might be 
expected to fall off if mixing conditions in the cascade deviate from the ideal. 

Nomenclature 

A, B, C, D reactants 
b micromixing parameter of Villermaux and Devillon 
c concentration, moles/vol 
CSTR continuous stirred tank reactor 
dQ common difference in the crossflow volumetric flow rate, vol/time 
Da! Damkohler number (ktcAOT) 
D E N O M integer input to simulation procedure (defined in text) 
DtRK integration time step length 
/ residence time frequency function, time"1 

h transfer coefficient defined by Equation 18, time"1 

I micromixing parameter of random coalescence model 
k second-order reaction velocity constant, vol/mole/time 
Κ ratio of reaction velocity constants, (k2/k1) 
K\ residual lifetime and residence time intervals 
m mass of material in the entering environment of the Ng and Rippin 

model 
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29. RITCHIE AND TOBGY Mixing 391 

M number of elements representing total feedstream population, 
dimensionless 

η number of a general stage in multistage reactor 
Ν total number of stages in multistage reactor 
N R total number of elements representing reactor population 
PCSTR perfectly mixed continuous stirred tank reactor 
PFR plug flow reactor 
Q volumetric flow rate, vol/time 
r rate of reaction, moles/vol/time 
R mixing transfer coefficient, defined by Equation 20, time"1 

R T D residence time distribution 
t time, or residence time 
U velocity, length/time 
υ conversion parameter, moles/vol 
V reactor volume 
w conversion parameter, moles/vol 
X fractional molar conversion [(c 0 — c )/<?<>] 
Y reduced yield (actual yield/maximum mixedness yield) 

Greek symbols 

β stoichiometric ratio ( c B 0 / c A 0 ) 
η yield 
θ duration of pulse, defined by Renken (13) 
λ residual lifetime 
σ selectivity 
τ mean residence time 
ψ residual lifetime frequency function, time 
ω frequency of coalescence, time"1 

Subscripts 

ο initial value 
1, 2 streams 1 or 2 or Reaction 1 or 2 
A, B, C, D reactant A, B, C, or D 
i, / ith or ;th stream or species for the multistage system. For volumet

ric flowrates and concentrations, i, is feedstream. For stream 2 
flows and concentrations, ; is the stage into which the material 
flows. For stream 1 flows and concentrations / is the stage from 
which the material originates. 

η a general stage 
Ν the final stage 
overbar fluid element local mean value 
double 

overbar ensemble average of coalescing fluid elements 
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Kinetics and Mechanism of the Oxidation of 
Ethylene over Silver Catalysts 

HAGEN T. SPATH and KLAUS D. HANDEL 

Institut für Physikalische und Theoretische Chemie, 
Technische Hochschule Graz, Austria 

A study was made of the kinetics and the mechanisms governing 
the oxidation of ethylene over a silver catalyst using mechanistic 
model building. Initial rates obtained for different sets of the 
independent variables (feed composition, temperature) were 
tested against model equations which were derived from avail
able information on the chemisorption and desorption charac
teristics of the gases involved. The best fit to the data was 
obtained with dual site mechanisms at an oxidized silver surface; 
ethylene oxide is formed most likely from a molecular oxygen 
species whereas there is a distinct preference of atomic oxygen 
to be involved in the full oxidation of ethylene. 

The kinetics of ethylene oxidation over silver catalysts have been studied in 
both industrial and university laboratories. A literature survey up to 1966 

is given in Réf. 1, and more recent material is collected in Refs. 2, 3, and 4. 
The reported kinetic data extend from empirical correlations to complicated rate 
equations, mostly Hougen-Watson type, and in some cases they account for 
the inhibiting action of the reaction products. Differences in the reported 
mechanisms and kinetic equations arise primarily from the question of the 
type of chemisorbed oxygen present at the catalyst surface (3, 4, 5, 6, 7, 8, 9) 
as well as from opposing opinions as to the role played by ethylene chemisorp
tion on silver under reaction conditions (10, 11). Both single- and dual-site 
mechanisms involving atomic and/or molecular oxygen for E O and C 0 2 + H 2 0 
formation have been discussed (12, 13, 14, 15, 16, 17). However, none of the 
kinetic equations proposed has found a general acceptance. This is also true 
for reaction mechanisms derived solely from kinetic equations. Some reasons 
for these contradicting results are considered below. 

The supported or unsupported silver catalysts studied in different labora
tories had varying composition (on a microscopic scale) and varying configura
tion (even not always properly defined); thus, the attempts of the individual 
studies with respect to kinetic equations were too divergent to result in equa
tions of general validity. The type of reactor and experimental conditions (feed 
composition, feed rate, temperature) must be selected to guarantee the absence 
of external and internal mass transport processes and temperature gradients 
along the reaction zone which could distort the proper chemical reaction rates. 

395 
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Temperature gradients are not easy to exclude owing to the high exothermicity 
of the reactions (AH = —27 and —316 kcal/mole for the oxidation of Ε to E O 
and C 0 2 + H 2 0 , respectively). Correlations of catalyst activity and selectivity 
with respect to different catalysts depend strongly on the physical and chemical 
configuration of the catalyst and its surface. The surface properties of silver 
depend strongly upon the composition of the feed gas and the temperature 
during raw catalyst conditioning, usually in a stream of E/air (18, 19). This 
should be considered for kinetic studies where a wide range of process variables 
must be covered and the studies may extend over a long time. Therefore, it is 
necessary continuously to control slow changes in activity and selectivity on 
varying the experimental variables using a suitable standard feed at stand
ardized conditions. The individual rate data then should be properly corrected 
with respect to the chosen standard (normalization). There are examples in 
the literature where these slow changes in activity and selectivity have been 
taken into account (12, 13, 16). 

Derivation of kinetic equations should involve the full spectrum of avail
able additional information on the adsorption and desorption characteristics of 
the gases as well as on the structure of the catalyst surface and the surface 
interactions between the individual species under realistic experimental condi
tions. Furthermore, reliable considerations as to the rate-controlling step in the 
sequence of reactions are necessary. 

However, certain arguments should be stressed in this context. Informa
tion obtained under extreme conditions (e.g., ultrahigh vacuum) should be 
transfered carefully to realistic catalytic conditions. Only information obtained 
from a catalyst surface with composition similar to that under reaction condi
tions is of value in deriving plausible model equations. This is essential with 
metal catalysts which, during catalysis, most often do not exhibit their true 
metallic properties but rather properties dominated by the existence of a thin 
nonstoichiometric binary layer composed of the metal on the one hand and 
one of the gaseous species on the other, on top of the actual metal phase (4). 
The catalytic active centers thus are no longer metal atoms but sites on top of 
the binary film which is not necessarily present as a separate phase. With 
silver catalysts reaction occurs on a more or less oxidized silver surface. This 
surface determines the actual catalytic properties as compared with an idealized 
pure silver surface present under ultrahigh vacuum conditions. An example is 
the chemisorption of Ε on an oxidized silver surface which is absent with 
"pure" silver. 

Model Building 
Reactor Design. A flow-type integral reactor of special geometry was 

used. The reaction section consists of a set of 13 rectangular sheets of silver 
(7 X 3 X 0.05 cm) held at two sides in a frame of parallel grooves 0.15 cm 
apart. A suspension of the raw catalyst (AgO) in acetone is sprayed as a thin 
homogeneous layer (< 0.01-cm thick) over both sides of the sheets. By stand
ardized conditions in a stream of air/E at 300°C AgO is reduced to metallic 
silver forming a spongy, nonporous network, closely adhering to the sheets. 
Because of the excellent heat conductivity of silver only negligible temperature 
gradients occurred across the reacting zone. For experimental details see Refs. 
18,19, 20, 21. 

Owing to the relatively large free reactor volume and laminar flow char
acteristics, both transversal and longitudinal dispersion caused by diffusion like 
fluxes may alter the measured rates. Therefore, a relation between the reactor 
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30. SPATH AND HANDEL Oxidation of Ethylene 397 

dimensions, reaction rate, and the volumetric feed rate F ° v was derived to 
provide safe criteria for measuring the actual chemical rates free from physical 
transfer terms (21). If these criteria are met, the reaction can be thought to 
proceed quasi-homogeneously. For the actual situation these calculations 
showed that the volumetric flow rate must exceed a critical value F ° v c rit > 10 
cm 3 NTP/sec. Actually, the rate measurements were done at flows from 10-30 
cm 3 NTP/sec. Above the critical flow rate mass transfer problems to the cata
lyst surface do not arise. 

Selection of Independent Variable Sets and Rate Measurements. Two 
series of independent variable sets {x°\,T} were selected. One series at con
stant temperature (T = 533°K) covers increasing x ° E at constant χ°θ2 and 
vice-versa. A second series, partly selected according to a statistic design pro
cedure, was set up to study both the temperature dependence and the influence 
of reaction products on the rates. The data sets are compiled in Tables I and 

Table I. Series I Data" Sets and Normalized Initial Rates f*0 

Sets of Independent 
Variables 

No. X o 2 ° x E ° r E o ° r co s° S 
1 .117 .026 .0665 .0905 42.0 
2 .120 .039 .0708 .1166 48.0 
3 .124 .063 .0914 .1304 41.0 
4 .115 .083 .0946 .1816 34.0 
5 .113 .109 .0997 .1683 37.0 

6 .212 .018 .0711 .0695 50.0 
7 .212 .036 .0644 .0831 43.0 
8 .213 .058 .0928 .1139 45.0 
9 .216 .083 .1250 .1293 49.0 

10 .207 .100 .1597 .2213 42.0 
11 .227 .030 .1272 .1118 53.0 
12 .249 .048 .1449 .1573 48.0 
13 .239 .070 .1418 .1755 45.0 
14 .279 .091 .1678 .2091 44.0 
15 .257 .111 .1731 .2100 45.0 

16 .400 .020 .0861 .0782 52.5 
17 .400 .039 .1376 .1328 51.0 
18 .400 .076 .2253 .2059 52.0 
19 .400 .097 .2396 .2273 51.0 
20 .400 .121 .2236 .2453 48.0 

21 .479 .027 .1277 .1126 53.0 
22 .488 .042 .1413 .1309 52.0 
23 .456 .062 .1806 .1707 51.0 
24 .465 .087 .2051 .2240 48.0 
25 .460 .111 .2165 .2633 45.0 

26 .800 .029 .1643 .1113 60.0 
27 .800 .050 .2601 .1611 62.0 
28 .800 .067 .2600 .2156 55.0 
29 .800 .090 .3279 .2432 57.0 
30 .800 .114 .3335 .2869 54.0 

31 .971 .029 .1362 .1213 52.0 
32 .951 .049 .1816 .1518 54.5 
33 .935 .065 .2316 .1859 56.0 
34 .914 .086 .2786 .2246 55.0 
35 .891 .108 .3225 .2902 53.0 
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Table I. Continued 

Sets of Independent 
Variables 

No. Χ θ 2 ° X E ° r E o° rco 2 ° S 

36 .084 .048 .0818 .1169 41.0 
37 .126 .045 .0953 .1173 45.0 
38 .161 .046 .0806 .0815 50.0 
39 .415 .046 .1602 .1297 55.0 
40 .843 .044 .1700 .1509 53.0 

41 .023 .076 .0338 .0775 30.0 
42 .042 .076 .0526 .0896 37.0 
43 .063 .078 .0723 .1153 38.5 
44 .091 .078 .0895 .1298 41.0 
45 .101 .080 .0881 .1211 42.0 
46 .117 .078 .1027 .1614 39.0 
47 .170 .077 .1220 .1476 45.0 
48 .219 .073 .1440 .1646 47.0 
49 .487 .070 .2278 .2178 51.0 
50 .690 .070 .2459 .1995 55.0 

51 .106 .107 .1043 .1501 41.0 
52 .146 .115 .1195 .1281 48.0 
53 .186 .114 .1335 .1594 46.0 
54 .488 .115 .2690 .2799 49.0 
55 .670 .111 .2640 .2295 53.5 

a S is calculated from S = ri°/(n° + Τ = 533°K. 

II; the inert diluent was N 2 or He. Initial rates were determined at atmospheric 
pressure from |j vs. ( 1 / F ° V ) data points (obtained at both rising and falling 
F ° v to control stationarity) according to 

n° = XE° j ^ j M l / F v 0 ) ) ^ (cm* NTP Ε -> j)/sec (1) 

The data points were fitted either by an exponential function (two fitting 
parameters) or by a third degree polynomial (three fitting parameters) using 
least-squares techniques. Recording of the |j vs. ( 1 / F ° V ) data points within 
each set was preceeded by 12 hrs of catalyst pretreatment with the respective 
feed of the set. A new set was preceeded by 48 hrs catalyst pretreatment with 
a standard feed ( x ° E = 0.05, x°02 = 0.19, balance No) at standard conditions 
(T = 533°K, F% = 10 cm 3 NTP/sec). 

Normalization of Rate Data. Slow variations of activity, selectivity, and 
conversion within the time of study were controlled by test runs after each rate 
measurement. The standard feed was passed over the catalyst at the given 
standard conditions. The individual rates r ° j t k were corrected using a multipli
cation factor fj k to give the normalized rates r°j k , with 

- iJÈc«.i.*|/ IC.J.kl (2) 

(C s j k is the conversion of Ε to j for standard feed at standard conditions 
(subscript s) following the k-th kinetic run). Summation in Equation 2 extends 
over the C s j data bracketing all η kinetic runs. 

The contribution of the silver foil beneath the active silver layer to the 
overall activity is negligible. Therefore, possible changes in the catalytic sur-
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30. SPATH AND HANDEL Oxidation of Ethylene 399 

face area of the carrier sheets cannot be responsible for the time dependence 
of the overall catalytic properties. Catalytic activity can change because of 
variation in the number of active sites on varying the feed composition; the 
nature of the active sites, however, remains unaffected. These variations, of 
course, must be distinguished from the formal kinetic behavior. This normali
zation was justified by plots of In ( & e f f j ) vs- 1/T determined after different 
catalyst pretreatments; only the preexponential factors varied: the slopes re
mained unchanged. The corrected rates are given in Tables I and II. Since 
the two series of data were recorded at different catalyst masses, there is no 
1:1 relationship between the rates. This, however, is insignificant with respect 
to the data analysis. 

Kinetic Model Equations. From contact potential measurements at vary
ing temperature and pressure the following scheme for oxygen chemisorption 
on silver was obtained (4, 21) 

[Oj-I]-* » [Or-Iir* 

ΔΗι* 
A Hz* ^ 0 I A H2* 

0 2 , g a 9 , 2[0-III]-« [0-IY]-5 

With additional information from the literature the 0 2 / A g system can be char
acterized as follows. 0 2 is chemisorbed very strongly and rapidly below 10"4 

torr, forming at least a monolayer of Ο atoms. Further chemisorption takes 
place via a loosely bound form [0 2 -I] on top of the oxidized silver involving 
both a molecular ( [0 2-II] ) and an atomic species ( [O-III] ). Dissociative 
adsorption is bound to specific centers which are accessible to the molecular 
species at elevated temperatures (activated chemisorption, enthalpy of activa
tion AH^). Formally, this results in an overall endothermie heat of adsorption 
in agreement with experiments. At higher p02 and Τ oxygen is taken up by 
silver layers adjacent to the surface, resulting in a [O-IV] species. This process 
again is activated (AH 2^) and reversible only at very high T. The negative 
charges —δ at the chemisorbed species (not necessarily integer) increase from 
[0 2 -I] to [O-IV] . Desorption spectra indicated at least two distinct oxygen 
peaks, ascribed to molecular [0 2-II] and atomic [O-III] (4, 21). The ex
istence of different oxygen species probably accounts for the unique properties 
of silver with respect to the oxidation of E . This chemisorption 0 2 model 
implies that 

(a) At constant p 0 2 the ratio [Oo-II]/[O-III] decreases with increas
ing Τ 

(b) At constant Τ the ratio [0 2-II] / [O-III] increases with increasing 
Po2 

(c) Increasing Τ and ρθ9 results in the formation of a nonstoichiometric 
layer of Ag^O^ (involving [O-IV] ) with altered catalytic properties. 

Ε as well as the reaction products are definitely chemisorbed at the oxy
genated surface. These gases are chemisorbed with AHad negative, the free 
energy of chemisorption, A G a d , following the sequence: 

I- AGad .Eol > I- AGadtE\ > I- A G a d , c o 2 l 

Fast heating of a catalyst surface after simultaneous adsorption of Ε and 0 2 

resulted in three distinct desorption peaks, one definitely ascribed to E O formed 
from chemisorbed Ε and the molecular [0 2-II] species in a dual-site step (4, 
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Table II. Series II Data a Sets 

Sets of Independent Variables Τ « 560°K 

No. X o 2 ° XE° x c o 2 ° XEO° x H 2 o ° r E o ° r c o 2 ° S 

1 .1900 .0400 .0003 .0000 .0000 .0445 .0358 59. 
2 .9584 .0316 .0000 .0000 .0000 .1122 .0550 68. 
3 .9789 .0102 .0000 .0000 .0000 .0255 .0192 60. 
4 .2590 .0414 .7000 .0000 .0000 .0210 .0082 71. 
5 .2000 .0526 .2320 .0000 .0000 .0360 .0156 70. 
6 .8112 .1505 .0183 .0000 .0000 .3325 .1615 67. 
7 .0712 .0499 .0002 .0000 .0000 .0345 .0343 60. 
8 .7414 .0223 .0000 .0263 .0000 .0360 .0222 60. 
9 .0414 .2040 .0000 .0000 .0000 .0484 .0748 44. 

10 .0346 .0387 .9026 .0241 .0000 .0059 .0025 70. 
11 .2854 .0644 .2862 .0153 .0000 .0270 .0136 68. 
12 .1900 .0369 .0003 .0000 .0420 .0211 .0114 66. 
13 .1162 .0977 .0000 .0230 .0000 .0391 .0261 63. 
14 .1112 .0933 .0000 .0220 .0430 .0108 .0108 60. 
15 .0371 .9629 .0002 .0000 .0000 .0760 .1143 47. 
16 .0354 .9196 .0002 .0000 .0450 .0423 .0513 48. 

β Selectivity S obtained experimentally. Data taken from Ref. 24-

21). In the absence of [0 2 -II] , however, no E O is formed. Convincing evi
dence for the formation of E O from a molecular oxygen species has been 
obtained from IR data (3). 

At reaction temperature the equilibria between the various oxygen species 
are fully established. Owing to the surface heterogeneity these equilibria as 
well as adsorption of E, E O , and C 0 2 do not obey Langmuir-type isotherms. 
However, assuming that the actual fraction of reactive centers is small and that 
this fraction behaves almost homogeneously (average adsorption sites) Lang-
muir-Hinshelwood mechanisms are felt to be realistic approximations of the 
true situation. Indeed, the results of the kinetic study justify this assumption. 
On the other hand, the rate equations were developed on the basis of steady-
state hypothesis, with the surface reaction rate controlling. The latter assump
tion is verified from the r°j vs. x°E (or X°Q2) characteristics (cf. Table I). When 
analysis of the data is associated with initial rates, the oxidation kinetics of Ε 
can be described in terms of two independent reactions—i.e., without consid
ering consecutive oxidation of E O . From the principles discussed above, alter
native mechanisms will essentially differ in the type of catalyst surface and 
adsorption centers assumed. The most likely reaction schemes should be 
derived from a more or less oxidized silver surface and involve dual-site steps 
between chemisorbed reactants. The rate equations developed for dual-site 
mechanisms are summarized in Table III. They account for the formation of 
E O and C 0 2 + H 2 0 from either [0 2-II] (DS02) or [O-III] (DSO). For 
completeness, the corresponding single site (SS) equations (not given in Table 
III ) with Ε impinging from the gas phase were included into the data analysis. 
The different types of catalyst surfaces assumed are characterized as shown 
below. 

TYPE A (PARTLY OXIDIZED SILVER SURFACE). Dissociative and molecular 
adsorption of oxygen associated with silver atoms or groups of silver atoms 
acting as adsorption centers. Adsorption of E, E O , C 0 2 , and H 2 0 involves [O] 
as adsorption sites resulting in charged adsorption complexes [O.Yj]. [O] is 
acting both adsorptive and reactive: 
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30. SPATH AND HANDEL Oxidation of Ethylene 401 

and Normalized Initial Rates 

Τ = 629°K Τ = 498°K 

ΓΕΟ° r c o 2 ° S ΓΕΟ° r c o 2 ° S 

.0170 .0231 56. .0061 .0054 58. 

.0856 .0308 73. .0451 .0135 78. 

.0161 .0090 67. .0156 .0046 79. 

.0104 .0026 80. .0025 .0007 80. 

.0161 .0060 73. .0046 .0014 76. 

.1434 .0674 68. .0467 .0200 70. 

.0180 .0230 45. .0097 .0109 48. 

.0196 .0120 62. .0096 .0045 68. 

.0331 .0335 49. .0102 .0071 59. 

.0020 .0007 75. — — — 

.0103 .0045 70. — — — 

.0091 .0040 70. .0034 .0013 72. 

.0174 .0067 72. .0081 .0027 75. 

.0089 .0034 72. .0028 .0010 74. 

.0297 .0310 49. .0072 .0058 62. 

.0119 .0139 47. .0039 .0031 61. 

[ ] + 1/2 0 2 ^[0] VKi (Al) 

[ ] + 0 2 ^ [Ο,] Κι (A2) 

[O] + Y i ̂  [O.Yi] Ki (A3) 

Type Al. Only that portion of [O] not covered by other species is in 
equilibrium with p 0 2 of the gas phase. 

Type A2. The total portion of [O] is in equilibrium with p02 of the gas 
phase (cf. Réf. 16). 

TYPE Β (PARTLY OXIDIZED SILVER SURFACE). Dissociative adsorption of 
oxygen at silver atoms or groups of silver atoms ( [ ] ) to form the actual 
adsorptive sites [ O ] . Dissociative and molecular chemisorption of oxygen at 
[O] sites acting only adsorptive, whereas [O.O], [0 .0 2 ] as well as [O.E] 
are reactive: 

[ ] + 1/2 0ΐ^[0] Λ/ΚΪ (Bl) 
[Ο] + 0 2 ς=±[0 .0 2 ] K2 (B2) 

[O] + 1/2 0 2 ^ [O.O] y/Kl (B3) 

[O] + Y i ^ l O . Y J Kx (B4) 

Bl, B2. Alternatives corresponding to A l and A2. 
TYPE C (TOTALLY OXIDIZED SILVER SURFACE). Dissociative and molecu

lar adsorption of oxygen associated with [O] or groups of [O] centers acting 
adsorptive: 

[O] + 1/2 0 2 ^ [O.O] VK7 (Cl) 

[Ο] + 0 2 ^ ± [ 0 . 0 2 ] K2 (C2) 

[Ο] + Yi^[O .Y i ] Ki (C3) 

TYPE D (TOTALLY OXIDIZED SILVER SURFACE). Silver surface fully cov
ered with [O] acting adsorptive as well as reactive. Molecular [0 2 ] and 
chemisorption complexes formed according to (Dl) and (D2) : 
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402 CHEMICAL REACTION ENGINEERING II 

[O] + 1/2 0 2 ^ [0,J VK2 (Dl) 

[0} + Y i ^ [ O . Y i ] Κι (D2) 

TYPE Ε (PARTLY OXIDIZED SILVER SURFACE). Basically the same as type 
Β but without dissociative adsorption of 0 2 according to step B3. [ O ] is acting 
both adsorptive and reactive. E1/E2 like A1/A2. 

Table III. Rate Equations for Dual-Site Mechanisms 
According to Models A l - F ° 

Type 
of DS02 Mechanisms DSO Mechanisms 

Surface r}° = Tj° = 

A l {k.KEV'KiK, XE°(XO2°)3/2}/{NAI2} {^ΚΈΚΧ XE- XO2°}/{NAI2} 

A2 {^ΚΈνΚ~ιΚ2 XE°(xo2°)m}/ {kiKEKt XE° Χ ο 2 ° } / { Λ Γ Α 2

2 MA2} 
{NA22 M A 2} 

N AI = {1 + V ^ ( x o 2 ° ) 1 / 2 + K2 χθ2° + VK[ (χο2°)υ2 ΣΚ> * ι ° } 
i 

NA2 « {1 + VK[{XO2°)112 + K2 x02°} 

MA2 = {1 + KE XE°} 

B l {kiKE^K, XE°(XO2°)2}/{NBI2} {^KEKIVKZ XE°(XO2°)3/2}/{Nm
2} 

B2 {^ΚΕΚΧΚ2 XE°(XO2°)2}/ {^ΚΕ^Λ/ΚΖ XE0{XO2
0Y'2}I 

{ i W M B 2
2 } {ΛΓΒ 2

2ΜΒ2 2} 

NBI - {1 + νκ[(χθ2
0)1ί2 + VKIVKS XO2° + VK~iK2(xo2°)m + 

+ VËlixo^y^Ki xi-} 

NBt = {1 + VKl(xo2°)m + Κ2χθ2° + KEXE°} 

MB2 - {1 + V ^ ( x o 2 ° ) 1 / 2 } 

G {IOKEK* XE° xo2°}/{Nc2} {^KEVKZ XE°(XO2°)1/2}/{NC2} 

Nc « {1 + V ^ ( x o 2 ° ) 1 / 2 + Κ2 XO2° + ΣΚι Xi*} 

D {^KEVK, ΧΕ0(ΧΟ2Ο)1/2}/{ΝΤ>*} {kjKE XE°}/{NJ>2} 

NT> = {1 + VK2(x02°)m + VKiXi*} 

i 

E l {^ΚΕΚ,Κ2 ΧΕ°(ΧΟ2°)2}/{ΝΕΙ2} {^ΚΕΚΧ XE° XO2°}/{NEI2} 

E2 {^ΚΕΚΧΚ2 XE°(XO2O)2}/ {kiKEKl x E ° XO2°}/{NE22 M E 2
2} 

{iVE22 ME22} 

NEI = {1 + VKi(xo2°)m + K2VKl(xo2°)m + 
+ VKiixof)112 ΣΚ, Xi 0 } 

i 

iV E 2 = {1 H- K2 xo2° + KE XE°} 

ME2 = {1 + V F i ( z o 2 ° ) 1 / 2 } 

F {/bjKEK2 xE° xo2°}I{^F2} { A ^ E *E°} /{#F 2 } 

iW = {1 + K2 χθ2° + ΣΚί 
β i . . . . E.EO.COz.HîO in summation terms. 
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30. SPATH AND HANDEL Oxidation of Ethylene 403 

TYPE F (TOTALLY OXIDIZED SILVER SURFACE). Basically the same as type 
D, step D l being modified: 

10] + 0 2 ^ ± [ 0 . 0 2 ] K, (Fl) 

For types A, B, and Ε the number of adsorption centers [O] increases 
with increasing x°02. Reaction rates are formulated according to the following 
example (type E) : 

j/El/SSO : rf - k> [O] x E ° J/E1/SS02 : rf « *j [0.02] * E ° (3) 

j/El/DSO : rj e - A?j [Ο] [O.E] J/E1/DS02 : rj e - ibj [0.02] [O.E] (4) 

with 

[O] - {KxlzWy/iNEÙ; [Ο.Ού = # 2 [0]*°ο 2 ; [O.E] - KE[0]XE° (5) 

NEI - {1 + VKl(x°o2)l,i + K 2 V ^ ( x ° o 2 ) 3 / 2 + i W ^ i ( s ° o 2 ) 1 / 2 * E 0 } (6) 

DSO and DS02 are dual-site mechanisms involving adsorbed [O] or [0 .0 2 ] 
and [O.E] . SSO and SS02 are single site mechanisms associated with adsorbed 
[O] and [0 .0 2 ] , Ε impinging from the gas phase. 

Data Analysis. The rate data with respect to the model equations of 
Table III were analyzed on a specification stage. Conclusive calculations were 
done by a nonlinear least-squares technique using a modified Gauss-Newton 
algorithm. Initial estimates of the parameters were obtained from unweighted 
and/or weighted linear regression. This requires linearization of the models 
and the assumption of either a constant error variance ^{/(^j)} of the trans
formed quantities / (r° j ) (unweighted) or a constant error variance σ 2

Γ of the 
rates themselves where the coefficients σ\{/(*"°ί)} of the weighting matrix are 
obtained from 

*«{/(ι·ΐ β )} - Wbrn/àrnW (7) 

The latter assumption is closer to the nonlinear case and is even more realistic 
for discrimination among rival models. The statistical techniques involved in 
the data analysis are summarized in two excellent reviews (22, 23). 

Final acceptance or rejection of a model equation was based on the fol
lowing statistical and physical criteria: 

(a) The parameters of the weighted linear models must be statistically 
significant. This is tested by a partial F test on a 90% probability level. Insig
nificant parameters are removed from the model. A model is rejected if there 
is more than one insignificant parameter (series II data). 

(b) The parameters of the nonlinear analysis must be significantly positive 
—i.e., a positive parameter value must be conceivable statistically within re
liable confidence regions. This is derived from a partial F value and the parame
ter variance σ2

{. No model with a significantly negative parameter was accepted. 
(c) From the nonlinear versions of the models remaining after criteria a 

and b were applied, only those have been accepted for which the error mean 
square Q(i.e., the normalized residual sum of squares) was smaller or equal to 
a critical value calculated from Q m l n on a a = 95% probability F level (25) 
(F and Ν are the number of parameters and rate data) : 

Qcrit - Qmin j 1 + F (Ρ, Ν - Ρ , α) | (8) 
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404 CHEMICAL REACTION ENGINEERING II 

(d) The absolute magnitude of the parameters and their ratios as well as 
their temperature dependence must be physically reasonable—i.e., the heats 
and entropies of adsorption, in general, should be negative. 
In any case, the models derived should be estimated as statistical statements 
having been verified within certain ranges of the independent variables. 

Results and Discussion 

The two series of rate data summarized in Tables I and II show quali
tatively that: 

(a) The initial rates r°j increase with both increasing x°E and x°02 in a 
hyperbolic manner 

(b) The initial rates r°j decrease on addition of the reaction products E O , 
C 0 2 , H 2 0 

(c) S increases on increasing the ratio X°O2A°E 
(d) Addition of the reaction products increases S 
(e) S decreases with increasing temperature 
(f) Increase of the total oxidation rate (r°1 + r° 2)—i.e., increase of A — 

always is accompanied by a decrease in S. 
Mathematical analysis of the series I data showed that only DS mecha

nisms satisfactorily describe the rate data sets. 
From the total of the mechanisms of Table III the adequate alternatives 

describing the initial rates r°j within the criteria claimed above are summarized 
in Table IV, including the parameters (KI9 fcj), their standard deviations ab 

and the residual mean squares Q obtained from nonlinear regression. With a 
single exception, mechanisms involving interaction of adjacently chemisorbed 
[E] and [0 2-II] are most likely for E O formation; however, there is a distinct 
preference for the atomic oxygen species [O-III] to be involved in the full 
oxidation of Ε to C 0 2 + H 2 0 although this is less obvious than the DS02-
models for formation of E O . No further discrimination among mechanisms 
based upon either a partly (A1/A2, E1/E2) or a fully (C,D,F) oxidized silver 
surface could be derived from the data. Mechanism C could be interpreted 
equally well in terms of a bare silver surface. However, from chemisorption 
studies (cf. above) a bare silver surface is unlikely to exist at reaction condi
tions. Arguing that the two independent oxidation reactions must take place 
on the same type of catalyst surface, mechanisms A l , C, D, and F are the most 
likely (y/% ~ 10 1 6 for E O / E 2 / D S 0 2 means that this mechanism transforms 
in toEO/F /DS02) . 

Table IV shows that because of the large K E , Ε is strongly adsorbed on an 
oxygenated silver surface. This also was evident from an experiment first done 
by Belousov and Rubanik (26). Repetition of this experiment proved that on 
simultaneously passing Ε and propylene over a silver catalyst the oxidation 
rate of Ε decreased by a factor 20. Along with the chemisorption studies, this 
clearly accounts for the strong chemisorption of E. Since KQ2 (= K2) is small, 
molecular oxygen must be present only to a small extent on the catalyst surface 
at reaction temperatures. These results, again, are in good agreement with 
chemisorption studies. Similar kinetic results have been discussed in Refs. 11 
and 17. 

The series II data were analyzed isothermally and nonisothermally; the 
temperature was one of the independent variables in the nonlinear least-squares 
procedure where all data were treated simultaneously. Series II primarily pro-
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30. SPATH AND HANDEL Oxidation of Ethylene 405 

Table IV. Adequate Mechanisms for Ε -» E O and Ε -» C 0 2 + H 2 0 
Allowed within the Selection Criteria for Series I Data" 

EO/A1/DS02 

EO/C/DS02 

EO/D/DS02 

EO/E2/DS02 

EO/F/DS02 

EO/A2/DSO 

Qcrit » 0.95 X 

CO2/AI/DSO 

CO2/A2/DSO 

CO2 /C/DSO 

CO2/EI/DSO 

CO2/E2/DSO 

CO2/D/DSO2 

CO2/F/DSO2 

Qcrit = 0.98 Χ ΙΟ"3 

β Parameters K\ and k} and their standard deviation a are given. 

K 2 K E k/ 
00 00 w 00 Q Χ Κ 

2.07 2.94 14.86 2.77 0.89 
(3.06) (0.54) (14.34) (1.47) 
1.32* 1.14 13.68 4.65 0.75 

(1.87) (0.60) (6.09) (4.17) 
0.05 5.40 27.7 0.93 

— (0.09) (0.98) (44.9) 
1016 1.50 9.83 2.49 0.77 
— (0.22) (1.76) (0.30) 
— 1.50 9.83 2.49 0.75 
— (0.22) (1.74) (0.29) 

0.53 0.57 5.33 20.6 0.89 
(0.81) (0.41) (0.81) (54) 

10"s 

2.85 0.36 8.37 1.56 0.98 
(2.35) (0.96) (4.35) (0.71) 

0.88 5.05 0.15 5.10 1.70 0.88 
(3.03) (1.01) (0.80) (0.85) 

0.78 0.42* 0.37 7.53 5.14 0.78 
(0.76) (0.46) (1.88) (8.43) 

0.97 2.70 0.14 8.53 1.57 0.97 
(0.50) (1.57) (0.14) 

0.85 3.03 0.27 5.94 2.48 0.85 
(1.28) (0.22) (1.11) (0.96) 

1.03 8.61 2.41 0.77 
— (0.21) (1.64) (2.40) 
— 3.44 12.6 1.77 0.88 

(0.51) (2.71) (0.19) 

vides information about the temperature dependence of the Ε oxidation as well 
as a control of the adequacy of the basic mechanisms derived from the series I 
data if, in addition, reaction products are present in the feed. The latter fact 
increases the number of terms in the denominator of the rate equations and 
parameters to be determined. However, the data sets having been selected, 
within given ranges, according to statistical techniques, a small number of initial 
rates were sufficient for an adequate analysis. Application of the selection 
criteria discussed above to the analysis resulted in the following adequate 
mechanisms: 

EO : D/DS02*, F/DS02 

C 0 2 : Al/DSO*, D/DSO*, El/DSO*, F/DSO*, D/DS02, F/DS02 

(Owing to the lack of initial parameter estimates for models A2, B2, and E2, 
these were not included in the calculations). Analysis of the series II data 
showed that for most of the mechanisms the coefficient for chemisorption of a 
molecular oxygen species (K 2 , Λ/ΊΖΟ) was small (occasionally even negative) 
and statistically insignificant (statistical F below a 90% probability). If in a 
stepwise regression, this coefficient were eliminated first, it was excluded from 
the following nonlinear analysis. In this case, the coefficients in the nominator 
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406 CHEMICAL REACTION ENGINEERING II 

were combined into a single constant ky Rate equations not including K2 or 
not including K2 or y/ K2 are marked with an asterisk. 

For the series II data, again, DS02 mechanisms are the most likely for 
E O formation, and, less obviously, DSO mechanisms are the best to describe 
the full oxidation of E. For the nonisothermal nonlinear analysis the coefficients 
Ki and fcj were put in the form: 

Ki « exp (ASadtl/R) exp (- AH^JRT) 
(9) 

hi = exp (ASf/R) exp (- AHf/RT) 

and the parameters A S a d i / K , AH&ai/R, ASf^/R, and AHf^/R were calculated 
directly. The adequate mechanisms exhibit the correct sign as well as a reason
able magnitude of the AS and ΔΗ-parameters; the only exception was K2, 
accounting for the unusual chemisorption characteristics of oxygen. The data 
for three mechanisms are in Table V. Values for k$ marked with an asterisk 
result from "truncated" rate equations (see above). 

Table V. Kinetic Parameters for Series II Data Using Non-Isothermal 
Nonlinear Least-Squares Techniques for Three Selected Mechanisms 

Mechanism K 2 K B K E O KcO'2 K H 2 O k/ QX10* 

EO/D/ 
DS02: 

AS&d/R(AS*/R) 
M 

-9.41 
(3.1) 

1.0 
(7.6) 

-12.5 -3.5 
(9.7) (12.4) 

8.1° 
(2.1) 

AH&d/R(AH*/R) 
ΧΙΟ" 3 

(σ) 

i^i.529 

5.7 
(1.7) 

3.72 

1.3 
(4.2) 
31.1 

7.2 2.0 
(5.3) (6.9 

3.34 29.2 

3.75e 

(1.1) 
1.1 

EO/F/ 
DS02: 

AS&d/R(AS*/R) 
ω 

5.36 
(3.8) 

-7.9 
(2.56) 

-0.4 
(7.76) 

-21.2 -3.75 
(4.4) (13.0) 

14,9 

•AHAd/R(AH*/R) 
X10"3 

ω 
-3.19 
(2.1) 

4.5 
(1.4) 

1.9 
(4.2) 

12.7 3.6 
(2.4) (7.2) 

7.0 
(0.12) 

0.8 

Κ ii.529 1.13 3.7 40.1 5.0 26.5 

C0 2 /D/ 
DSO: 

AS&d/R(AS*/R) 
M 

-9.6 -5.4 
(6.52) (21.4) 

-9.0 -2.9 
(22.4) (24.6) 

7.75° 
(6.1) 

AHAd/R(AH*/R) 
ΧΙΟ" 3 

(σ) 

Ki ,529 

5.9 
(3.6) 

4.5 

5.1 
(11.9) 

73.3 

5.4 3.6 
(12.3) (13.7) 

3.6 52.6 

3.8* 
(3.4) 

9.0 

a Values from truncated rate equations (see text). For comparison, the adsorption equilibrium 
constants Ki are given for 529° Κ. 

The data of Table V basically reflect the results of the chemisorption 
studies: H 2 0 , E O , E, and C 0 2 are strongly chemisorbed on an oxygenated silver 
surface. The low values for AHadti may account for the strong interaction of 
the negatively polarized surface and the negatively charged adsorption com
plexes. Positive values for A S a d i are not impossible for complex adsorption 
structures like [Ag^-O^-EO] ~δ. The adsorption/desorption characteristics are 
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30. SPATH AND HANDEL Oxidation of Ethylene 407 

essentially governed by the Gibbs free energy of adsorption. Following the 
relationship AG&dfi = -RT In (Kj), Table V shows that (at 529°K e.g.) 

I - AGad.HoO | ^ | - AGad.EO | > I - A(jad,E | ^ | - A G f t . d C O , I 

in excellent agreement to the chemisorption studies. Thus, the following con
clusions can be drawn: 

(a) The rates r°j increase hyperbolically with x°E and χ°θ2 according to 
the rate equations of Table III (some DSO models are exceptional for C 0 2 

formation). 
(b) Because of the strong chemisorption of the reaction products they 

decrease the rates in a defined order. 
(c) The rate equations imply that S increases proportional to ( x ° o 2 ) 1 / 2 */ 

one assumes a DS02 and a DSO mechanism for the formation of E O and C 0 2 

+ H 2 0 . In addition, the ratio [O-II] / [O-III] increases with x ° 0 2 , thus 
favoring S. 

(d) Since the reaction products are strongly adsorbed at [O-III] sites, 
they are blocked for the full oxidation of E, again enhancing S. This, however, 
strictly is only true for a fully oxidized silver surface where [O-III] is simul
taneously adsorptive and reactive (type A, D, E , and F surfaces). 

(e) From the ratio of the apparent enthalpies of activation, Δ Η ^ e f f , 
calculated from kettj data (obtained from r°j = ketftif(x°E, x°o2)) ft follows 
that S should decrease with increasing T. Using a standard feed ( x ° E = 0.05, 
*°o 2 = 0-19) the following values are obtained for mechanism D : 

EO/D/DS02 : AH* = 10.6 kcal/mole ; C0 2 /D/DSO : AH* = 11.5 kcal/mole 

Therefore, full oxidation of Ε is favored with increasing T. On the other hand, 
with increasing Τ the ratio [0 2-II] / [O-III] decreases and so does S. 

As to the intrinsic mechanism of the two independent modes of the oxida
tion of Ε the following model could apply. Addition of oxygen to Ε from a 
molecularly chemisorbed species results in an adsorption complex [O.EO] also 
formed from the reverse reaction—i.e., chemisorption of E O . This has been 
shown experimentally; on passing E O over a silver catalyst Ε was found in the 
exit gas stream, clearly demonstrating that E O must have been chemisorbed 
on the catalyst surface. The (rate-controlling) step in the full oxidation of Ε 
probably is the rupture of the C = C bond by the atomic oxygen species [O-III]. 
The intermediate formed—i.e., [ C H 2 0 . 0 ] is rapidly oxidized to C 0 2 + H 2 0 . 
The latter step is supported by oxygen of the [O-IV] type. The oxygen 
equilibria are rapidly reestablished. Traces of formaldehyde have been de
tected in the exit stream (27). 

Conclusions 

The general kinetic and mechanistic features of the oxidation of Ε over 
silver have been shown. Even if the true mechanism is far from being under
stood, the assumptions of this present study are felt to be reasonable approxi
mations. This essentially concerns the understanding of the basic characteristics 
of the oxidation of Ε—e.g., the dependence of r°j, A, and S on the process 
variables as well as the agreement between the kinetic and chemisorption 
studies. However, it is likely that the rate equations and mechanisms discussed 
should be applied to more narrow ranges of the independent variables. This 
becomes obvious if one recalls that a large oxygen content in the feed modifies 
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the catalytic active surface by forming a nonstoichiometric &gxOy layer of 
varying thickness on top of the metal (4, 28). This, clearly, must be accounted 
for by admitting different mechanisms and kinetic equations in different regions 
of the independent variables. This, perhaps, is a specific situation for model 
building activities: statistically designed experiments are not the only clue for 
discriminating among rival models (such as those in Tables IV and V ) ; much 
more intrinsic knowledge of the basic catalytic mechanism is required. 

Nomenclature 

Ε ethylene 
E O ethylene oxide 
A integral activity; A = {(volume Ε oxidized to E O , C 0 2 + H 2 0) } / 

(volume Ε in feed) } X 100 ( % ) 
Cj integral conversion; Cj = {(volume of Ε oxidized to j) }/{volume 

of Ε in feed)) X 100% 
S selectivity; S = C}/C2 X 100% 

[i] adsorbed species i ; fractional concentration of adsorbed species i 

] > [O] adsorption center; fractional concentration of adsorption center 
x°h (P°i) mole fraction (partial pressure) of component i in feed gas 
r°j, (r°j) uncorrected (corrected) initial rate ( e m 3 N T P E - » j)/see 
kp (^eftj) r a t e constant (effective rate constant) (cm 3 ΝΤΡ Ε -» j)/sec 
K i adsorption equilibrium constant of component i 
Q residual mean square ( sum of squares/degrees of freedom ) 
£j fractional conversion Ε -» j 
j subscript for Ε -> E O (j = 1) and Ε -> C 0 2 + H 2 0 (j = 2) 
° superscript for initial conditions (reactor entrance) 
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Analysis of Chemical Reaction Networks 

The Dehydrogenation of 1-Propanol on NaOH-Doped 
γ-Alumina 

E. KIKUCHI, S. E. WANKE, and I. G. DALLA LANA 

Department of Chemical Engineering, University of Alberta, 
Edmonton, Alberta, Canada 

The rate behavior of multiple-step reaction systems is difficult to 
model realistically because of uncertainties in the correctness of 
the network, its stoichiometry, and the form of appropriate rate 
expressions. The kinetics of dehydrogenation of 1-propanol raised 
four alternative networks. The isothermal conversion-space time 
data were smoothed, differentiated, and decomposed algebrai
cally into differential rate data for each step. Rate constants 
and reaction orders for power-law rate expressions were fitted to 
each step. A kinetic model was constructed directly, integrated, 
and compared with experimental results. The models were 
sorted according to their predictive abilities and agreement with 
chemical evidence. More statistically significant parameters were 
then computed for the most acceptable network kinetic model. 

In 1936 Ipatieff described (I) the gas-phase heterogeneous catalytic reaction 
of ethanol to acetone and isopropyl alcohol. Later, Komarewsky et al. (2) 

presented yields from ethanol and other primary alcohols, including 1-propanol, 
over chromic oxide catalyst. Dalla Lana et al. (3) found diethyl ketone as the 
main product from when 1-propanol reacted over a NaOH-doped Alundum 
support containing chromic oxide. Since they encountered all of the species in 
Reaction 1 but the acid, they interpreted the reaction scheme using IpatiefFs 
view—i.e., catalytic conversion of primary alcohols to ketones involves two 
condensation routes from the aldehyde (here propionaldehyde) : 

Primary — H 2 

alcohol • aldehyde 

secondary 
- C O 

I aldol ——> alcohol 

ketone (1) 

ester • acid 
+H 2 0 

Route II was used by Kagan (4, 5) to interpret the formation of acetone from 
ethanol in the presence of γ-alumina and A l 2 0 3 - F e O - M g O catalysts. In then-
view, the ester may also react directly to the corresponding ketone, even in the 
absence of water vapor. 

Further work by Komarewsky et al. (6), in which 1-octanol deuterated in 
the α-position was dehydrogenated over chromic oxide, suggested that the 

410 
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31. KIKUCHI ET AL. Chemical Reaction Networks 411 

ratio of atomic deuterium to gaseous hydrogen corresponded to route II. More 
recently, Minachev et al. (7) observed appreciable 4-heptanol during the for
mation of dipropyl ketone from 1-butanol over neodymium oxide, corresponding 
to route I. The relative importance of routes I and II in the dehydrogenation 
of a primary alcohol is probably determined by the specificity of the catalyst. 
Although most studies, excepting IpatiefFs, produced only small amounts of the 
aldol and secondary alcohol intermediates, route I cannot be discounted since 
small concentrations of these could arise from rapid conversion of these forms 
to the ketone. 

Reaction 1 illustrates the complex stoichiometry of a multiple reaction 
system involving at least six significant species. Until recently, the literature 
has offered no general basis for interpreting the kinetics of such irreversible 
systems except when first-order kinetics applies to all steps (8). Thus, quanti
tative predictions from empirical rate measurements would probably be re
stricted. Further, at higher conversions the 1-propanol system generates (3) 
many other "unaccountable" high molecular weight products, presumably from 
the reactive carbonyl compounds. Here, we examine the kinetic behavior of 
1-propanol over an NaOH-doped γ-alumina catalyst. The global reaction rates 
measured for each species should then relate to the overall reaction steps com
prising a known or postulated network. To formulate a kinetic model, the 
observed global integral rate data were first differentiated and then decomposed 
into single-step rates. These rates were used to model each reaction step by a 
procedure recently described (9). Lacking a mechanistic basis for developing 
appropriate rate expressions, power-law rate expressions were used to correlate 
each set of single step reaction rates. This article develops this approach and 
describes its usefulness. 

Experimental Basis 

Materials. 1-Propanol (Fisher Scientific Co.) was of C P . grade; G C 
separation revealed only trace impurities. 1-Propanol vapor was diluted with 
99.998% argon (Canadian Liquid Air, Ltd.) and used as purchased. The 
catalyst was prepared by impregnating previously crushed —12+24 mesh 
Houdry γ-alumina (HS-100S) with an aqueous solution of 3.5N NaOH, 
allowing the mixture to drain and then to dry overnight at 110°C. 

Apparatus and Procedures. Global reaction rates for the species in Reac
tion 1 were measured by a fixed-bed integral reactor of 96% silica glass, 17 mm 
id. These species had been previously separated and identified (3). Bed tem
peratures were recorded by a traveling axial thermocouple within a 96% silica 
glass well. Liquid 1-propanol was quantitatively fed to a preheater by a syringe 
feeder at 0.1033-1.233 ± 1.0% moles/hr. A regulated argon flow was pre
heated separately and then mixed with 1-propanol vapor in a final preheating 
section before entering the reactor. The reactor was immersed in a tempera
ture-controlled electrically heated eutectic salt bath. Argon minimized volume 
changes and was also used as an internal standard in the G C product analysis. 

A portion of the reaction effluent was condensed in a cold trap at — 60 °C 
until at least 2 ml was obtained, usually within 5 to 20 min. The combined 
flow rate of argon plus non-condensed gases, such as H 2 and C O , was then 
measured using a soap-bubble meter. To determine the concentrations of 
components in the condensed phase a Carbowax 400 column was used. 
1-Butanol was used as an internal standard to obtain production rates of 
individual components. Calibrations to obtain response factors for the major 
components were carried out. 
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412 CHEMICAL REACTION ENGINEERING II 

At the maximum feed rate, over 98% 1-propanol could be recovered in a 
single cold trap during a blank run. Carbon dioxide was determined by vol
umetric absorption in a 30% aqueous K O H . Other gaseous products were 
collected over acidified saturated brine, and samples from this were injected 
directly into Poropak S or activated charcoal columns via a gas sampling valve. 
Peak areas were quantitatively related to the argon peak area by previously 
calibrated concentration peak area relationships. Their production rates could 
be determined from these analyses and the total gas flow. Although C O and 
C H 4 could be analyzed, only minor amounts were detected in the gaseous 
products. The presence of water was checked and was always negligible. 

Material Balance Calculations. Since the ratio of 1-propanol to argon in 
both feed and product streams was known, we could calculate the total moles 
of 1-propanol reacted, independently of product analyses. The individual prod
ucts were obtained separately because of the molar correction factors used 
along with the 1-butanol internal standard. Their stoichiometric equivalents of 
1-propanol were then calculated, summed, and compared with the reacted 
1-propanol previously calculated. The following notations were adopted: 

Aj = 1-propanol = PrOH 
A 2 = propionaldehyde = PrH 
A 3 = 3-pentanol = PN 
A 4 = η-propyl propionate = PP 
A 5 = diethyl ketone = D E K 

The yield, Qi9 of component, A i ? was defined by Equation 2, 

n. _ m ° l e s of A j in product ^\ 
moles of Α ι in feed 

The fractional conversion of At is given by Equation 3, 

χ = 1 - Qi (3) 

The reaction time was expressed using the reciprocal space velocity for an 
integral reactor, τ = W / F , where W and F are weight of catalyst (grams) and 
feed rate of 1-propanol (moles/hr). 

Carbon balances were calculated from Equation 4: 

Carbon accountability (%) = 100 v , n . 
— 7 7 — it (TWij 

0 All analyzed (4) 
products 

where, n{ = number of carbon atoms in component A^ Hydrogen and oxygen 
accountabilities were established by similar relationships. 

Results 

Experimental Studies. Initial studies with 1-propanol over pure γ-alumina 
showed this catalyst to promote dehydration to dipropyl ether or propylene. 
When γ-alumina was doped to NaOH content above 8.62 wt % , it catalyzed 
dehydrogenation but did not promote dehydration of 1-propanol (10). This 
catalyst was used throughout. The empty reactor showed no catalytic wall 
influences or homogeneous decomposition of 1-propanol. 

Isothermal steady-state conversions were obtained at 400°C and 705.1 mm 
H g for various 1-propanol feed rates. A catalyst charge of 10.08 grams was 
pretreated by heating overnight at 450°C in an argon stream. The results from 
seven experiments are reported in Table I. Since some catalyst discoloration 
occurred, run 1 was repeated (run 7); both runs showed that catalyst activity 
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Table I. Isothermal Kinetic Results 

Run 7 1 2 8 4 5 6 

τ, 
(gm catalyst) (hr) 97.6 97.6 65.3 48.8 32.6 16.3 8.2 

(mole) 

X, 

Frational conversion 0.2064 0.1902 0.1393 0.1002 0.0865 0.0689 0.0484 
of 1-propanol 

Yield, Qi 
1-Propanol 0.7936 0.8098 0.8607 0.8998 0.9135 0.9311 0.9516 
Propionaldehyde 0.0531 0.0513 0.0472 0.0494 0.0498 0.0306 0.0203 
3-Pentanol 0.0006 0.0006 traces traces traces traces traces 
η-Propyl propionate 0.0060 0.0060 0.0056 0.0052 0.0051 0.0042 0.0023 
Diethyl ketone 0.0251 0.0221 0.0185 0.0120 0.0083 0.0039 0.0007 
Hydrogen 0.210 0.207 0.185 0.143 0.122 0.056 0.036 
Propylene 0.003 0.003 0.002 0 001 traces traces traces 
Carbon dioxide 0.025 0.021 0.021 0.015 0.009 0.005 0.001 

Material Balances, % 
carbon 91.3 92.0 95.9 98.6 99.0 97.8 97.8 
hydrogen 93.2 94.1 97.5 99.6 99.9 97.9 98.0 
oxygen 92.8 93.9 98.0 100.2 100.0 98.4 97.9 

had not changed appreciably. Under our conditions the reactions are essentially 
irreversible. 

Table I lists only those products which were previously (3) separated 
and identified with high certainty. When the Carbowax column was heated to 
170°C, the corresponding chromatograms showed many small unidentified 
peaks at elution times greater than for propyl propionate. With increasing 
conversions of 1-propanol, these peaks also increased. The material balances 
in Table I show this increasing discrepancy at fractional conversions greater 
than 0.1. The unknown products probably formed in side reactions involving 
highly reactive aldehydes or ketones. 

With the integral kinetic data from runs 1-6, we postulated a network 
of apparent reaction steps which could interrelate the compounds and (here) 
explain the formation of diethyl ketone. Since a network such as Reaction 1 is 
not generally available from previous studies, alternatives may be validly 
postulated. The approach of Dalla Lana et al. (9) to such a problem was used 
to evaluate reaction sequences. 

Analysis of Experimental Data. The effect of space time on the com
position of the product stream is illustrated in Figure 1. Since these plots give 
integral conversion data, to obtain reaction rates for each species, the Qf-r 
points were first smoothed and then differentiated. Analytical functions were 
used to obtain a smooth Qrr function subject to: (1) at τ = 0, the compositions 
were zero for all products and unity for 1-propanol; (2) the smoothing func
tions for products could not contain more than one maximum; and (3) the 
smoothing function had to decrease monotonically for 1-propanol. For each 
compound, several arbitrary functions were tested; the one which met the above 
conditions and generated the minimum variance, S 2 (as defined by Equation 
5), was taken to be the best, 

Ν 
Σ ΚΟΟκχρ - (QiWdl* 2 

S N-^P 
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Figure 1. Comparison of experimental results with predictions 
of models lb and lib 

where Ν = number of experimental points 
Ρ = number of parameters in the smoothing function. 

The functions in Table II generated minimum variances when applied to 
the data from runs 1-6. (Run 7 was done after data smoothing was completed.) 
A linear smoothing function was used to describe the 3-pentanol yield since Q 3 

appeared to be directly proportional to τ even at higher conversions (II). 

Table II. Smoothing of Experimental Data 

Component Qi = Function Fitted Variance 

Αι (PrOH) 
A 2 (PrH) 
A 3 (PN) 
A 4 (PP) 
A 5 (DEK) 

exp (-0.00230 τ) 
0.0503 tanh (0.0488 τ) 
0.00000594 τ 
0.00556 tanh (0.0564 τ) 
0.0308 (arctan(0.001 τ)) 1 

0.378 (ΙΟ"3) 
0.605 (ΙΟ"5) 
0.568 (ΙΟ"7) 
0.690 (ΙΟ"7) 
0.122 (ΙΟ"5) 

Model Discrimination. Considering the reaction step shown by Network 1 
and the possibility that 3-pentanol may have been formed by diethyl ketone 
hydrogénation, the following two networks seemed feasible, 

Model I 

A i - (6) 

Model II 
A 4 

1 2 3 4 
Ai —• A 2 —> A 4 —> A 5 —> A 3 (7) 

Numbers on the arrows refer to each reaction step. These networks relate the 
species observed but not the unknowns. Although 3-pentanol (A 3 ) was present 
in small quantities, model I is not negated since A 3 may have been very reactive. 
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The reaction rate of any chemical species, Aj, is ri which will always mean 
a point value for the rate. Since Ai may take part in several independent steps, 
the characteristic rates for each jth step will be defined as Rj. Thus, r{ will 
include contributions from all Rj which affect the amount of Aj present. 

To evaluate the contribution from each step to the global rate of produc
tion for a given species, the stoichiometry of each step must be evaluated. 
Except for the formation of diethyl ketone from η-propyl propionate (steps 5 
or 3 in models I or II) the network stoichiometry is well defined. Two alterna
tive stoichiometries have been proposed: 

2 C 2 H 5 C O O C 3 H 7 + H 2 0 -> C 2 H 5 C O C 2 H 5 + 2 C 3 H T O H (8) 

2 C 2 H 5 C O O C 3 H 7 — C 2 H 5 C O C 2 H 5 + C 0 2 + C 3 H 6 + C 3 H 7 O H (9) 

Since Reaction 8 requires water, which is absent from the feed and the products, 
this possibility is eliminated. Reaction 9 is possible, but little propylene was 
detected and thus did not correspond to the larger amounts of diethyl ketone 
or C 0 2 observed. Since propylene may have reacted further, the possibility of 
either Reaction 9 or 10 was considered for models I and II, 

2 C 2 H 5 C O O C 3 H 7 — C 2 H 5 C O C 2 H 5 + C 0 2 + unknowns (10) 

On this basis, four alternative networks must be tested with the smoothed 
rate data: 

Model la: step 5 described by Equation 9 
Model lb: step 5 described by Equation 10 
Model Ha: step 3 described by Equation 9 
Model l ib: step 3 described by Equation 10 

The procedure used to decompose the global rates into characteristic reac
tion rates for single steps—i.e., (rt, r2, . . .) transformed to (Ri, R2, · · ·)— 
will be illustrated for model la. Differential material balances for model la 
within an isothermal volume element are: 

" - 1 0 0 0 1 ~ 
2 r 2 1 - 1 0 - 1 0 R2 

r 3 = 0 1 
2 

- 1 0 0 Rz 
r 4 0 0 0 1 

2 
- 1 Ri 

0 0 1 0 1 
2 

(11) 

which must be solved for [Rj] using the known values of [ r j . Thus, models 
lb, Ha, and lib lead to: 

Model lb 
9 èA3 ο 

1 y ^ J A . 
A i —* A 2 and 

2 A 4 

~ - l 0 0 0 0 Ί 
r 2 1 - 1 0 - 1 0 
rz = 0 \ - 1 0 0 
r 4 0 0 0 1 

2 
- 1 

_ ^ 5 _ 0 0 1 0 2 J 

Model Ha 

(JA<>) + ΙΑ, " - 1 0 1 0 
r 2 1 - 1 0 0 
rz = 0 0 0 1 

0 1 
2 

- 1 0 
_r5_ 0 0 1 

2 
- 1 

Ri' 
R2 
Rz 
R, 

R2 

« 4 

(12) 

(13) 
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416 CHEMICAL REACTION ENGINEERING II 

Model lib 

0 0 0 Ί " β Γ 
1 2 3 4 T2 1 - 1 0 0 R2 

—> A 2 —» |A 4 —» 1A5 —• 1A3 r 3 = 0 0 0 1 Rz —> A 2 —» |A 4 —» 1A5 —• 1A3 

r 4 0 1 
2 

- 1 0 RA 
_r5_ 0 0 1 

2 
- 1 _ „ 

Each contains one linearly dependent equation. Eliminating one of the rx 

equations arbitrarily from each set removes this degeneracy. 
We eliminated r 5 from Equations 11 and 12 and r 3 from Equations 13 

and 14. In the latter two cases, one may then readily solve for the unknown Ri 

in terms of In the former two cases, a solution is still not possible because 
the reduced coefficient matrix is only of rank 3, but four Rj are unknown. This 
difficulty can be overcome by introducing another independent condition. This 
was achieved by independently estimating the parameters for a kinetic model 
postulated for one (or more) of the unknown Rj. We restricted the choice of 
rate functions to simple power-law relationships. Using this approach for model 
la, the following combination of steps provided a convenient additional inde
pendent condition for solving Equations 11, 

ri + r 2 + i r 4 - - R2 - | β 4 = - k2C2
n" - \kzC2™ (15) 

To solve Equations 12, the condition used was, 

r , + r 2 = - R2 - RA « - k2C2
nn - fc4C2

n24 (16) 

Using the smoothed differentiate functions for Qb and the corresponding, 

Ci = 8.44 (ΙΟ"3) Qi, moles/liter (17) 

where 8.44 (10~3) is the concentration of A1 in the feed, numerical values of 
their derivatives were calculated for values of τ to obtain 

η = f (18) 

Equation 17 approximates C{ closely since the volume changes from reaction 
were small because of low fractional conversions and dilution of 1-propanol 
with argon. Using smoothed points ( (^ ,τ ,η) , the parameters, fcj and nijt were 
determined by a nonlinear parameter estimation based upon a steepest descent 
technique. Equations 15 and 16 were estimated: 

ri + r2 + | r 4 = 8.65(10-3)(72
0·336 - 2.79(103)C2

178 (19) 

and, 

η + r2 = - 17.7CV-40 - 2.21(103)CV-82 (20) 

Equations 19 and 20, in principle, can then be used to generate values of R2 

and/or R 4 and thus solve matrix Equations 11 and 12. At this stage, smoothed 
characteristic rate data are available for each step in any if the four networks. 
A power-law rate expression may be fitted 

Ri = /byCVij (21) 

to each reaction step. The appropriate fitted Rj can be substituted into the 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

03
1

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



31. KiKucHi ET AL. Chemical Reaction Networks 417 

Table III. Estimates of Kinetic Parameters for Model lb 

Ri 0.273 nn = 1.00 
β 2 17.7 n 2 2 = 1.40 
β 3 1.72 (103) n 34 = 1.22 
Ri 2.21 (103) n 2 3 = 1.82 
β* 9.19 (1010) W45 - 3.25 

differential material balance equations, such as Equation 11, allowing simul
taneous integration. The experimental points may be compared with these 
predictions from the integrated network power-law kinetic model. Since none 
of the above models included step(s) for formation of unknowns, Rj values 
were calculated using smoothed data at τ = 0-45, the region of good material 
balances. Normally, 19 points were used at equidistant Δτ of 2.5. 

Model la was rejected because k2 was negative. Table III summarizes the 
parameters estimates for model lb, and Table IV for models Ha and lib. Model 
la predicted that n n should be negative, —1.21. Since this step follows mono-
molecular stoichiometry, a negative exponent predicts an anomalous rate be
havior, and model Ha was also rejected. Models la and Ha were rejected 
because of inconsistencies between estimated parameters and implied chemical 
behavior. While this reasoning is valid, error in the manipulated and smoothed 
data cannot be discounted. 

Figure 1 compares the predictions with results for components A 2 , A 3 , A 4 , 

and A 5 using the network power-law rate expressions for models lb and l ib. 

The agreement is satisfactory up to τ = 45; at higher τ, and thus higher con-

Table IV. Estimates of Kinetic Parameters for Models Ha and l i b 

R j i R i R2 R 3 R 4 

Model ki nu k2 n 2 3 kz nAz kA n 54 

-1.21 2.10 1.89 2.08 
Ha 

lib 

7.15(10"6) 3.18(104) 1.74(105) 9.55(104) 
1.00 2.11 1.91 2.31 

0.273 2.70(104) 1.58(105) 4.38(105) 

versions of 1-propanol, model lb does not correlate the yields for A 5 , and model 
l ib fails for A 3 and A 5 . 1-Propanol yields are not shown since both models 
predict satisfactory but identical results. 

The addition of reaction steps to these networks to account for unknowns 
should result in better agreement at τ > 45. Examination of Figure 1 suggests 
that a reaction of the type, 

6 
Α δ —> unknown products (22) 

should force model lb to predict a smaller yield of A 5 , and model l ib to predict 
a smaller yield of A 3 . When lb is adjusted by adding step 6, we obtain model 
Ic, in which all the characteristic rates except R 6 , are identical to those in lb. 
R 6 was calculated from the material balance for A5—i.e., 

ββ = # 3 + TzRb — 7*5 (23) 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

03
1

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



418 CHEMICAL REACTION ENGINEERING Π 

The values of r 5 were obtained from the smoothed data for τ < 100. Fitting 
a power-law function to R 6 yields 

#6 = fc6C5
n56 = 158.8C5143 (24) 

Model Ic was numerically integrated, and the predicted Q5-T plot was 
compared with the experimentally determined points. Before commenting on 
the results, the modification to model lib, leading to model lie, is developed. 

To improve model lib, the production of unknowns from A 5 should be 
considered. This leads to 

Model He: 
1 2 j 3 j 4 

A t —> A 2 —• ^A 4 —> ^ A 5 —> A u (25) 

which now includes the formation of A 3 within the unknown products, A u . 
Since Q3 was always small, especially relative to the total unknowns at τ > 45, 
this simplification is justified. The essential differences between Ic and lie 
remain: formation of A 3 from A 2 as a parallel route to A 5 or formation of A 3 

from A 5 via a network involving only consecutive reaction steps. Model lie is 
identical to l ib if A 3 is replaced by A u (Equation 14). Values of R 4 were 
calculated using 

Ri « \Rz - r5 (26) 

r 5 being evaluated from the smoothed function for A 5 for τ < 100. The 
resulting power-law equation for R 4 is: 

β 4 = 14.6 Cs1-25 (27) 

Model lie was also numerically integrated, and the predictions were compared 
with experimental values. 

ι ι 1 1 1 1 1 1 Γ 
6 M O D E L I c o A 2 o A 5 

M O D E L II c ΔΑ4 

0 2 0 4 0 6 0 8 0 

τ , (g catalyst)(hr)/(mole) 

Figure 2. Comparison of experimental results with predictions 
of models Ic and He 

Figures 2 and 3 compare experimental and predicted plots of Qi vs. τ. 
Models Ic and lie agree well with experimental yields for diethyl ketone. The 
deficiency of model l ib for predicting 3-pentanol has been eliminated but not 
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31. KiKucHi ET AL. Chemical Reaction Networks 419 

τ , ( g catalyst) (hr)/ (mole) 

Figure 3. Comparison of experimental results with predictions 
of models Ic and lie 

explicitly since A 3 is now regarded as an "unknown." Earlier studies (3) indi
cated qualitatively that A 3 was formed in a route parallel to that involving A 4 , 
as shown in model I. We observed very little A 3 , and thus, it was included, 
realizing that questions pertaining to the origin of A 3 were unlikely to be 
resolved. The increased temperatures necessary to promote A 3 formation would 
create an even more difficult experimental problem. 

The rates of gaseous product formation ( H 2 and C O s ) were not used to 
check model predictions. Assuming H 2 is formed from steps 1 and 3 in model 
Ic and in step 1 in model lie, the network models predict: 

r H 2 = Ri + Rz = 0.273 Ci + 1.72(103) C 3
1 2 2 (28) 

and 
r H 2 = Rl = 0.273 Ci (29) 

The differential material balance equations were integrated for models Ic and 
lie; Figure 3 compares the results with the experimental H 2 yields. Both model 
plots are close but lie generally below experimental values. Since alcohol 
dehydrogenation is promoted by the NaOH-doped alumina, further reactions of 
this type are expected with unknown molecules containing hydroxyl groups. 

If C 0 2 is formed from step 5 in model Ic and in step 3 of model lie, the 
network models predict: 

rco 2 = \RI » 4.59 (1010) C 4
3 - 2 5 (30) 

and 

rco 2 = \RZ = 0.79 (105) C 4
1 9 1 (31) 

The results from the integrated models (Figure 3) agree closely with experi
mental values. The difference between the H 2 plots corresponds to the H 2 

produced in model Ic from 3-pentanol. Model lie predicts a higher yield of 
C 0 2 since all of the diethyl ketone was formed from step 3 whereas in model 
Ic, some diethyl ketone was formed from 3-pentanol via step 3. Rates of 
unknown formation, expressed in 1-propanol equivalents, predicted are 

ru = | β 6 + β 5 = 265 C 5
1 4 3 + 9.19 (1010)C4

3-25 (32) 
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420 CHEMICAL REACTION ENGINEERING II 

for model Ic, and 

ru » Rz + | β 4 = 1.58(106)C4
191 + 24.3C5

125 (33) 

for model lie. The integrated results for both models agree closely with experi
mental data (Figure 3). The experimental data for unknown formation were 
obtained from carbon balances (Table I). 

Discussion 

This study of the dehydrogenation of 1-propanol illustrates the difficulty 
in proceeding with detailed analyses of multiple chemical reaction step systems 
without first obtaining good experimental data in sufficient quantities and with
out prior clarification of the underlying stoichiometry. The decomposition tech
nique and power-law rate expressions for the apparent chemical steps revealed 
the superiority of models lb and lib for predicting conversions at τ < 45. 
Extension of models lb and l ib into models Ic and lie, by incorporating for
mation of unknowns, required additional chemical insight for postulating suit
able reaction steps. These extensions for predictions at τ > 45 may be ques
tioned on the basis that the material accountabilities in this range of τ are 
inaccurate. The accountabilities at lower τ values are good since it was shown 
experimentally that the condensation efficiency in the product collection cold 
trap increased from ' w 98% to almost 100% when τ went from 8.2 to 48.8. 
This explains the < 100% accountabilities obtained where formation of un
knowns is small. At τ > 45, the condensation efficiency is — 100%, and thus, 
the decreasing accountabilities relate to the increasing extent of unknown 
products being formed, not to the lack of reliability of chemical analyses for 
known products. 

Models Ic and lie agree with the experimental results equally well. While 
model Ic is more general in that 3-pentanol formation is treated more realisti
cally; being a closed network it required additional independent information 
(via nonlinear parameter estimation) with consequent computational difficulties 
before the network rates could be decomposed into single-step rates. On the 
other hand, model lie provided a simpler basis for calculating single-step rates 
but subject to negligible formation of 3-pentanol. In addition, the orders of 
reaction obtained for each step in model lie approximate those expected from 
the law of mass action—i.e., 1.0 and 2—whereas the order of reaction for step 5 
in model Ic was more suspect, being 3.25. 

The agreement between observed and measured yields demonstrates the 
adequacy of the smoothing technique since the rate of formation of unknowns, 
ru, was obtained from material balances. Further experimental validation was 
tried with η-propyl propionate as feed. The results were nullified because the 
formation of many unknowns (probably polymeric) caused the catalyst to 
deactivate rapidly. These experiments presumably failed to duplicate the 
microscopic reaction conditions at the catalyst surface. Other experiments at 
higher conversions and with mixed feeds should be used to test (or extend) the 
models for extrapolated predictions. 

In estimating values of multiple parameters for nonlinear models, others 
may prefer a statistical basis for multiresponse analysis (12). For example, 
model lie could be examined by simultaneously estimating all of the power-law 
parameters (eight) in the differential equations for network 25, from the 
original experimental data (seven sets of integral responses). This is difficult, 
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Table V. Comparison of Rate Constants Obtained by Various Parameter 
Estimation Methods for Model He 

Rate Constants 

Method of estimating rate constants ki k2 kz ki 
Network decomposition 0.273 2.70(104) 1.58(105) 14.6 
Simultaneous, using experimental 

concentrations 0.274 2.51(104) 1.56(106) 11.4 
Simultaneous, using smoothed 

concentrations 0.273 2.67(104) 1.58(105) 11.5 

and attempts proved to be computationally indecisive. As a compromise, rate 
constants were calculated for model lie by simultaneous parameter estimation, 
assuming the orders of reaction to be those in Table IV. Table V gives rate 
constants from experimental and smoothed data (seven and 12 points) and 
contrasts them with those from the decomposition approach. 

The computational difficulties and the comparison in Table V vindicate 
our view that the decomposition method and the use of single-step power-law 
rate expressions provide a direct route for kinetic modeling. The simultaneous 
estimation of rate constants and orders of reactions for networks containing 
more than eight steps may be possible but certainly not easier. Also, one can 
interject physical and chemical insights into the modeling—e.g., selecting 
smoothing functions, testing different forms of global or intrinsic rate expres
sions. The statistically sound methods for simultaneous parameter estimation 
are limited when integral rate data cannot be treated easily or when few experi
mental data are available. With the decomposition method, however, valid 
models may be rejected prematurely. The combination of using the simple 
decomposition method and power-law expressions to relate the observed physi-
cochemical data to a valid chemical network and its kinetic model and then 
obtaining statistically sound parameter estimates should provide an adequate 
basis for network modeling. 
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Coke and Deactivation in Catalytic Cracking 

THOMAS M. JOHN, ROMAN A. PACHOVSKY, and 
BOHDAN W. WOJCIECHOWSKI 

Department of Chemical Engineering, Queen's University, 
Kingston, Ontario, Canada 

Catalyst decay and the mode of coke formation in the catalytic 
cracking of extracted neutral distillates were studied. Feedstocks 
differed only in wax content and ranged from ~0 to ~27 mole % 
wax. This study unequivocally shows that coke is the product 
of secondary cracking reactions. Coke is suspected to be pro
duced by the olefin reactions which arise in the primary cracking 
step. This view is supported by the total lack of high boiling 
condensed products in the cycle stock. We have also shown that 
the catalyst decays purely as a function of the time-on-stream 
whereas coke is not such a function. We thus conclude that in 
this case the relationship between coke-on-catalyst and catalyst 
activity is at best not a simple one and in fact may not exist. 

The loss of catalytic activity during cracking reactions has long been attrib-
buted entirely to the formation of "coke" on the catalyst. Although no 

clear definition of coke exists, the term usually embraces all hydrogen-deficient 
carbonaceous materials remaining on the catalyst after post reaction stripping. 
X-ray diffraction studies by Appleby et al. (1) and infrared work by Eberly 
et al. (2) indicated that coke deposits are at least partly composed of con
densed aromatic structures of low hydrogen content. The existence of such 
putative aromatic structures in coke deposits arising from the cracking of pure 
aliphatic hydrocarbons has led to much speculation on the mechanism of 
formation of coke deposits. 

In these considerations, attention has centered on mechanisms of coke 
formation which involve aromatics and olefins as the principal coke-forming 
fractions. One such mechanism arises from the consideration of olefin saturation 
by successive hydrogen transfers (2, 3, 4): 

+ 
C H 3 — C H 2 — C H 2 = C H 2 + acid site -> (CH 3 —CH 2 —CH—CH 3 ) adsorbed 

+ 
(CH 3—CH2—CH—CH 3) adsorbed -f RH —> C H 3 C H 2 C H 2 C H 3 + (R+) adsorbed 

(olefin) (olefin ion) 
(R+) adsorbed -> Acid Site + R1 

(diolefin) 
where R H is the donor species which eventually becomes coke. 

422 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

03
2

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



32. JOHN ET AL. Coke in Catalytic Cracking 423 

Thomas (3), Greensfelder and Voge (4), and Blue and Engle (5) have 
presented data which show that naphthenes are a valuable source of hydrogen 
for olefin saturation and can thus be considered as donor species. This ob
servation has led to a mechanism involving the formation of aromatics via the 
successive transfer of hydride ions, followed by the loss of a proton from 
the resulting carbonium ion. In this way, depending on the structure of the 
naphthene, hydrogen-transfer reactions could lead to the production of highly 
unsaturated or aromatic species, which finally result in coke. On the other 
hand, Thomas (3) and Petrov and Frost (6) obtained high coke yields and 
considerable product saturation when pure octene was passed over an acidic 
catalyst at 375°C. They concluded that hydrogen transfer from one olefin to 
another and polymerization or aromatization of the alkyl carbonium ion were 
responsible for coke formation. This postulate represents the other proposed 
mechanism of coke formation—viz., polymerization on the catalyst surface. 

To determine the role of aromatics in coke formation, Appleby et al. (I) 
compared the product yields from cracking recycle oil with a high concentra
tion of polyaromatic compounds and the yields from cracking the same stock 
after it had undergone hydrogénation. The results show that at 50% feed 
conversion, coke yield was 13 wt % in the first case and only 4 wt % for the 
second. The high activity of polycyclic and heterocyclic aromatics in coke 
formation identified these compounds as one of the main coke-forming species. 
What was not shown is whether coke is formed directly from the feed con
stituents or whether it is the product of secondary reactions. 

In this investigation, feeds from which virtually all polycyclic and hetero
cyclic aromatic materials had been removed by solvent extraction were cracked 
over La-Y at three reaction temperatures in a fixed-bed reactor. The ranges 
of the properties and molecular compositions of the two feedstocks obtained 
from the solvent extraction processes are summarized in Table I. [The catalyst 
was prepared by repeated exchanges of Linde SK40 sieves with a 0 . 1 M solu
tion of LaCl 3 . The exchanges were interspersed with 4-hr calcination at 200°C 
and continued until no further exchange was occurring as determined by 
atomic adsorption spectrophotometry of the exchange medium.] 

Table I. Properties and Composition of the Wax-Bearing (A0W1) 
and Wax-Free (A1W0) Feedstocks0 

A1W0 A0W1 
Average mulecular weight 387 400 
Sulfur, wt % 0.5 0.17 
Conradson carbon, wt % 0.01 0.018 
Aniline point, °F 210.0 118.0 
Bromine number 0.0 0.0 
Pour point, °F +5 +87 
Mass Spectrometry 
Paraffins, wt % 15 26 
Naphthenes, wt % 69.6 65.1 
Aromatics, wt % 14.6 8.4 

« A2W1 is a blend of 70% A1W0 and 30% AOWL A1W2 is a blend of 70% A0W1 and 30% 
A1W0. Both are on a volume basis. 

In each experimental run coke yield was determined quantitatively, and 
the effects of various parameters on the coke yield and catalyst decay were 
observed. The results on conversion, selectivity, and others are discussed else
where; we confine our discussion to the relationship between coke and catalyst 
activity. 
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424 CHEMICAL REACTION ENGINEERING II 

Treatment of Experimental Results 

Catalytic cracking occurs at temperatures which make thermal cracking 
reactions unavoidable. In this study coke is one product of these thermal 
reactions. This fact was deduced from the results obtained in the absence 
of any catalyst when the reactor was packed with crushed glass. Thus 
the overall coke formed, and in general the overall catalytic yield of any 
product, consists of two components: thermal and catalytic. Our experiments 
were done in a packed bed reactor preceded by a heater-vaporizer, and the 
catalyst was purged and then regenerated in situ. Thus, to obtain purely cata
lytic yields, the thermal yields obtained in blank runs using no catalyst were 
subtracted from the results of runs of similar time-on-stream where catalyst 
was used. The assumption that the thermal conversion during a blank run 
was approximately the same as that during catalytic reaction was satisfactory 
within the limits of our conditions, and its validity is improved under conditions 
important in this study—viz., at low times-on-stream (short space time). 

— τ 1 

EXPERIMENTAL 
CAT/OIL RATIO 

Ο - 0 · 2 5 WT/WT 

Δ - 6-05 " 

• - 0 0 1 M 

-Q- -B-
-Χ

ΙΟ 20 30 40 

CATALYST T I M E - O N - S T R E A M (MIN) 

50 60 

Figure 1. Coke-on-feed vs. catalyst time-on-stream at 937° F for A1W0. 
Similar plots at 900°F and 975°F produce morphologically identical results. 

Discussion 

A discussion on coke formation is difficult because the "coke" is poorly 
defined. The most common definition is "the material which remains on the 
catalyst after a post reaction stripping purge with an inert gas for a specific 
period of time and at the reaction temperature." This definition is inadequate 
because the above conditions represent important, flexible parameters. We 
used nitrogen gas for purging the 300-cc reactor at the reaction temperature 
and at a flow rate of 200 cc/min for 30 minutes. 

Since some question may arise concerning the validity of separating the 
total coke yield into catalytic and thermal fractions, we offer the following 
observation. Most of the thermal coke produced during a blank run was 
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32. JOHN ET AL. Coke in Catalytic Cracking 425 

formed in the preheater-vaporizer zone of the reactor and not on the inert 
packing replacing the catalyst. Thus, it seems reasonable to assume that the 
additional coke formed thermally does not plug or coat the catalyst particles 
to any significant degree. 

Our data are consistent in their morphological behavior with those of 
Eberly et al. (2). Figure 2 shows that as the cat/oil ratio is increased at a 
constant time-on-stream, the weight percent coke on catalyst decreases. Since 
data were not collected at a sufficiently low cat/oil ratio, we did not observe 
the maximum in coke on catalyst yield for a constant time-on-stream observed 
by Eberly et al. However, the fact that the difference between our lower two 
cat/oil ratios is less than the difference between the highest and middle ratios 
suggests that the trend may be toward a maximum. 

Relationship of Coke to Catalyst Decay. Figures 1 and 2 show weight 
percent catalytic coke based on feed and on catalyst as a function of time-on-
stream for A 1 W 0 at one reaction temperature. These figures are representative 
of the results for all temperatures and feeds studied. Figure 3 shows the thermal 
coke yield for the same stock and at the same temperature. The dashed lines 
are the thermal coke yields at the two other temperatures we studied. A 
suitable summation of the values from Figures 2 and 3 will produce composite 
curves for total coke yield that behave in some n t h order fashion. On the other 
hand Figure 2 shows that the catalytic coke-on-catalyst curves at all catalyst 
to oil ratios reach an early maximum and remain there for all longer times-on-
stream. At the same time the catalyst activity (Figure 4) , as measured by Θ, 
continues to decline (7). Pachovsky and Wojciechowski (8) showed that 
catalyst decay with this particular stock follows an exponential decay function 

ft = e"M 

50 

40 

EXPERIMENTAL 

CAT/OIL RATIO 

O - 0 25 WT/WT 

Δ - 0 05 

O - 0 0I " 

Ο -

• 
Ο 

- Δ 

_ Ι _ _ι_ 
20 30 40 

TIME - ON - STREAM (MIN) 

50 60 

Figure 2. Coke-on-catalyst vs. catalyst time-on-stream at 937°F for A1W0. 
More coke is produced per unit weight of catalyst as the absolute amount of 
catalyst is decreased (that is, cat I oil ratio is decreased). Simûar plots result 

at 900°F and 975°F. 
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426 CHEMICAL REACTION ENGINEERING Π 

with time-on-stream (t). It is clear from the above that catalyst decay is not 
a function of catalyst-to-oil ratio whereas coke-on-catalyst is. In view of these 
fundamental disagreements in the behavior of θ and of coke we must say that 
coke-on-catalyst is not a measure of catalyst decay. 

16 

20 30 40 

T I M E - O N - S T R E A M (MIN) 

50 60 

Figure 3. Thermal coke vs. run time for the three temperatures studied. 
Solid and dashed lines are least-squares fittings, and experimental points ob

tained at 937°F are shown. 

TIME - ON - STREAM (HR) 

Figure 4. Effect of temperature on the catalyst decay as calculated from conversion 
data 
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32. JOHN ET AL. Coke in Catalytic Cracking 427 

Froment and Bischoff (9, 10) have postulated that the fraction of un-
poisoned active sites remaining on a catalyst is a function of the coke-on-catalyst 

9 = e~aCc 

where α is a constant and C c is a coke-on-catalyst. To reconcile this concept 
with the time-on-stream approach we would have to accept that coke on 
catalyst is related to time-on-stream by a linear relationship. Figure 2 shows 
that this would only be approximately true at low times-on-stream. 

It should not, however, be immediately assumed that our results contradict 
Froment and Bischoff (9, 10) or Ruderhausen and Watson (II) since they 
based their correlations on total coke yield (thermal plus catalytic). There is 
little doubt that total coke yield which is an n t h order function of time-on-
stream can be correlated with catalyst deactivation in some systems over certain 
conditions. However, the use of total coke rather than catalytic coke, we feel, 
leads to erroneous conclusions and certainly does not give a realistic picture 
of the relationship between coke and catalyst decay. From our treatment of 
the data, we conclude that coke is not directly responsible for decay but should 
be treated merely as an undesirable side product. 

4 -

ω 3 -

ο 

ο υ 

EXPERIMENTAL 
CAT/OIL RATIO 

Ο - 0-25 WT/WT 

Δ - 0 05 " 

MCE 

4 0 5 0 6 0 7 0 8 0 

CONVERSION (WT %) 

Figure 5. Coke selectivity plot. MCE is the minimum coke envelope and represents 
the results that would be observable in a moving or fluidized bed reactor. 

Sources of Coke in Catalytic Cracking. Figures 5 and 6 show the rela
tionship between percent coke based on feed and percent conversion for the 
different feedstocks used. Feeds A2W1 and A1W2 are prepared from blends 
of A1W0 and A0W1. In Figure 5 the actual cat/oil loops are shown, and the 
minimum coke envelope is inferred from these. In Figure 6, however, only 
the four minimum coke envelopes have been shown. 

The slopes of the coke curves at the origin are all zero. This is important 
and shows that whereas at initial conditions the cracking reaction is proceeding 
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4 -

CONVERSION ( W T % ) 

Figure 6. Coke selectivities for the four charge stocks studied. The MCE decreases 
as the wax content is increased; all MCE's have zero slope at the origin. 

at a finite rate, the rate of catalytic coke production is zero. At the same 
time the catalyst is decaying at a finite rate (Figure 4). This result underlines 
our main point—i.e., coking is not directly responsible for catalyst decay. Fur
thermore, Figures 5 and 6 show that coke is most certainly not produced in 
primary cracking reactions but is solely a product of the secondary reactions 
of primary products. Since the only primary products which are qualitatively 
different from the feed are olefins, we ascribe coke formation in this case to 
the reactions of olefins. 

The curves in Figures 5 and 6 are not those for a constant time-on-stream. 
They are those which we call the minimum coke envelopes, and it has been 
shown elsewhere (12) that these would be the results observed if data were 
obtained for catalytic coke in moving or fluid bed reactors. Such curves can 
be obtained from static bed reactor data by tracing an optimum envelope as 
shown in Figure 5. Figure 7 is a theoretical case and shows that interpreting 
coke results at various cat/oil ratios but at a constant time-on-stream is likely 
to lead to erroneous results. The dashed curve is the locus of runs at constant 
time-on-stream and various cat/oil ratios. Such data could lead to the erroneous 
conclusion that the coke-us.-conversion curve has a finite initial slope and hence 
that coke is a result of primary cracking reactions. Using such considerations, 
we see that the data reported by Plank et ai. (13) and Eberly et al. (2) for 
cracking of methylcyclohexane and n-hexadecane respectively all show the 
absence of coke formation in the primary reaction step. For methylcyclohexane 
and n-hexadecane cracking, accounting for thermal coke was unnecessary since 
these pure, low molecular weight, saturated hydrocarbons do not yield any 
significant amount of thermal coke. On the other hand, without accounting 
for thermal coke, the data at constant time-on-stream reported by Plank and 
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Rosinski (14) for cracking gas oil leads to the potentially wrong conclusion 
that coke is a primary reaction product. 

Plank et al. (13) and more recently Butt (15) have speculated that 
polymerization and hydrogen transfer reactions might be involved in coke 
formation. The cycle stock obtained in this study did not reveal any com
pound with either a higher carbon number or higher boiling point that the 
feed (see Figures 8 and 9). Any polymerization which might occur would 
have to involve substances adsorbed on the catalyst surface which do not 
subsequently desorb. 

We are not denying the suggestion that coke can be produced from 
aromatics. In fact, Appleby et al. (1) and White (16) have shown that aro-
matics, especially polynuclear aromatics, produce a large amount of coke for 
a particular degree of conversion. However, their runs were not corrected for 
thermal conversion; this leaves two possibilities: (1) that the complex aromatics 
may adsorb readily, leading to high "coke" values, or (2) that the high coke 
values are the result of thermal conversion. In either case the coke resulting 
from complex aromatics would represent a material present in the feed and 
should not be seen in the same light as coke which is a product of the catalytic 
cracking reaction. Unfortunately their definition of coke does not allow this 
distinction at this time. 

Since we were interested in studying coke formation during reaction, we 
chose a feed that was very low in polynuclear aromatics (0.6-3.0%). In the 
absence of large quantities of polynuclear aromatics, coke was formed strictly 
through secondary reactions. Since these involve olefins, which were not 
present in our original feed, it must be argued that olefins are the source of 
coke formation. 

Figure 7. Theoretical coke selectivity plot, illus
trating the danger of trying to obtain results from 
constant time-on-stream data. The locus of points 
at a fixed time-on-stream will show a finite slope at 
the origin whereas the true behavior of coke as de
rived from the MCE indicates zero slope at the 
origin and hence zero rate of coke production under 

MCE 

CONVERSION (WT %) 

initial conditions. 
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T E M P E R A T U R E ( ° F ) 

Figure 8. Distillation curves for AOWI feedstock and cycle stock 
at—'65% conversion 
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Figure 9. Gas chromatogram for AOWI feedstock and cycle stock. Cycle 
stock shows no species higher in molecular weight than the feed. 
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Conclusions 

On the basis of the success of the time-on-stream theory in describing 
catalyst activity as a monotonically decreasing function of time-on-stream and 
on the basis of the observed behavior of coke-on-catalyst we conclude that the 
relationship between coke-on-catalyst and activity is not direct. We also con
clude that coke in catalytic cracking of extracted neutral distillate arises solely 
from secondary reactions and not directly from the feed. Furthermore, we 
infer that coke in this system arises from the reactions of product olefins but 
not from their polymerization to a range beyond the final boiling point of 
the feed. 

Nomenclature 

a — empirical constant 
C c t= coke on catalyst 
kd = first-order decay rate constant 
t = time-on-stream 

θ = fraction of active sites remaining unpoisoned 
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Practical Model of the Benzoic Acid 
Oxidation Step as a Means towards 
Optimization of the Phenol Process 

L. VAN DIERENDONCK, P. DE JONG, J. VON DEN HOFF, 
and H. VONKEN 

Central Laboratory, DSM, P.O. Box 18, Geleen, The Netherlands 

R. VERMIJS 

CIR, P.O. Box 1021, Rozenburg, Rotterdam, The Netherlands 

In the preparation of phenol from toluene by the toluene-benzoic 
acid route, the economics of the process largely depend on the 
process conditions used in the benzoic acid oxidation step. It is 
possible to describe the chemical and physical phenomena in the 
reactor by a mathematical model. The information needed to 
develop this model was taken from plant test runs and from 
additional laboratory research on the kinetics in the process step. 
Study of the model has furnished more insight into what occurs 
in the process, thus permitting the settings to be better adapted 
to the process conditions. 

Toluene is oxidized to phenol in two independently operated units (Figure 
1). The process starts with partial conversion of toluene to benzoic acid 

in a gas-stirred oxidation reactor. The resulting mixture is fractionated in several 
successive operations, yielding purified benzoic acid. In the reactor of the 
second oxidation section this benzoic acid stream is converted to phenol by a 
homogeneous catalyst consisting of copper and magnesium benzoates. The air 
needed enters the reactor base via a gas distributor together with steam. The 
steam causes the phenylbenzoate initially formed as an intermediate product 
to hydrolyze to phenol, which is stripped from the reaction medium by the 
effluent gas. This effluent is fed to a column separator to recover crude phenol 
and unconverted benzoic acid; the latter is then recycled via evaporators. 

Byproducts formed in the oxidation predominantly consist of low volatile 
components, i.e., tar. The tar concentration in the reactor is controlled by 
discharging reactor liquid to the extraction unit where the byproducts are 
removed, and the benzoic acid, copper, and magnesium are recycled to the 
oxidation reactor. The residual streams from the first and second oxidation 
section are burned together. 

432 
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I 1 — » - T A R 

REACTOR DISTILLATION REACTOR TAR- EVAPORA- SEPARA - SEPARATOR 
fOXIDATION COLUMNS 2eOXIDA- EXTRAC- TORS TION 

TION TION COLUMN 

Figure 1. Flowsheet 

Points of Investigation 

To improve the economics of phenol production, the efficiency output and 
onstream times of the process had to be increased. Our study was directed 
at several aspects, such as the development of a model for the second oxidation 
stage. The required information was derived partly from plant measurements. 
The kinetics of each step, for example, were determined in a reactor of ca. 
1 liter. Some other aspects were not as well suited to laboratory investigation 
because of scale-up problems. These include: 

(a) The relation between rate of mass transfer (KhS) and superficial gas 
velocity (V s ) . In view of the process conditions, laboratory research would 
call for a superficial gas velocity so low that production rates comparable with 
those realized in practice could be attained only under conditions of mechanical 
stirring. 

(b) The relation between reaction conditions and tar formation. The long 
residence times obtained in the industrial reactor, in combination with recycling 
light tar components, would make it impossible for a semitechnical reactor to 
be scaled down to the point where the costs are no longer prohibitive. 

(c) The influence of the oxidation temperature above the boiling point of 
benzoic acid. Studying this point on a laboratory scale would involve large 
experimental problems of evaporation rate, benzoic acid recycle, and sealing 
the equipment. 

Partly for these reasons, the data needed in our model study were taken 
from test runs done in the plant reactor. As far as possible, the kinetic and 
physico-technological information obtained from these test runs has been used 
for the ultimate model. Only in some cases did we use equations derived from 
a regression analysis of measuring data. 

Research during model building was done by workers from the plant staff 
and from several departments of the D S M Central Laboratory. The team 
included specialists from organic chemistry, technology, and systems engineer-
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434 CHEMICAL REACTION ENGINEERING II 

ing who worked closely with the production division. This guaranteed assem
bling of the relevant information and offered the possibility of regularly check
ing the validity of the model. 

Basis of the Model 

Reaction Scheme and Stoichiometry. The preparation of phenol from 
benzoic acid (second oxidation) is done by oxidative decarboxylation with air 
in the presence of copper and magnesium (1, 2, 3, 4, 5, 6, 7, 8, 9, 10). Nor
mally, phenylbenzoate is regarded as an intermediate product. The hydrolysis 
of phenylbenzoate—the actual phenol formation—is effected in the oxidation 
reactor by steam; magnesium is the catalyst. 

Practice has shown that phenol production along this route invariably 
entails several consecutive and side reactions in which, e.g., tar is formed. The 
formation of tar via a consecutive reaction appeared from the fact that in an 
experiment using radioactive phenol, phenol was incorporated in the tar. Also, 
part of the tar forms directly from benzoic acid or cupric benzoate. 

H -0*CO2 k 

k 

2 (0 -COO) 2 Cu-

CO2*H*0 

< C e H 4 O 0 < e ) „ 
tori 

1 
20 -COOH*teO 2 

• 

• 0 - C O O - 0 *2(0-ΟΟΟ) Cu •COg 

H 2 0 

0 - O U 0 - C O O H 

(CeH4O0.e)n 

tar 2 
Figure 2. Reaction scheme 

Other experiments have disclosed that benzoic acid conversion is invariably 
accompanied by tar formation, independently of the phenol concentration. In 
drawing up a reaction scheme it has been assumed, therefore, that tar is formed 
via two different reactions: One, the side reaction in the conversion of benzoic 
acid to phenol, is called the tar 1 reaction, and the other, the consecutive 
reaction of phenol, the tar 2 reaction. In principle, both tars can be regarded 
as precursors leading to tar structures in which the aromatic rings may or may 
not be connected by oxygen bridges; all of these can be represented by the 
gross formula ( C 6 H 4 O J n . Although plant measurements disclose a spread of 
the ζ values, we decided to take ζ equal to 0.8 as an average value. The 
possible consequences of this assumption are discussed below under Ring 
Degradation. 

Another important side reaction is benzene formation, which proceeds only 
at a temperature-dependent rate. This benzene is recovered as a useful product. 

Finally, ring degradation also occurs; however, it is difficult to follow, 
because the reaction products are practically indistinguishable from those form
ing in the reactions mentioned above. 
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33. VAN DIERENDONCK ET AL. Benzoic Acid Oxidation 435 

The above reactions can be represented by the following general equations, 
which have been included in the model: 
1. The gross oxidation reaction 

Ο 

Φ—ϋ—OH + \ 0 2 • Φ—OH + C 0 2 

benzoic acid ^ phenol (1) 

the partial reactions (a) decomposition of cupric benzoate 

0 0 Ο 
II II II 

2 Cu(0—C—φ)% > φ—Ο-Ό—φ + 2 Cu—Ο—C—Φ + C 0 2 (2) 
cupric phenyl cuprous benzoate 
benzoate benzoate 

(b) reoxidation of cuprous benzoate to cupric benzoate 

0 0 Ο 

2 Cu—Ο—C—Φ + 2 φ—C—OH -f I 0 2 • 2 Cu(0—C—Φ)2 + Η 2 0 (3) 
cuprous benzoic ^ cupric benzoate 
benzoate acid 

(c) hydrolysis of phenol benzoate 

Ο Ο 
II Mg catalyst || 

φ—Ο—C—Φ -f- Η 2 0 τ± φ—OH + Φ—C—OH (4) 
phenyl phenol benzoic acid 

benzoate 

2. Formation of tar (1 + 2), which proceeds in agreement with the gross 
equation 

Ο 

η φ—C—OH + 0.9 η 0 2 • (CeH4O0.e)» + η C 0 2 + η Η 2 0 (5) 
benzoic tar 1 = tar 2 
acid 

3. Formation of benzene by decarboxylation of benzoic acid 

Ο 

Φ—C—OH • φ—H + C 0 2 (6) 
benzoic benzene 
acid 

4. Ring degradation 

Ο 

Φ—C—OH + 7.5 0 2 • 7 C 0 2 + 3 H 2 0 (7) 
benzoic 
acid 

These reactions have been incorporated in the reaction scheme, which 
served as a basis for the model (Figure 2). 

Kinetics. The kinetics of the partial steps in the reaction scheme were 
studied in bench-scale experiments. The reactor—a glass, stirred, gas-liquid 
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436 CHEMICAL REACTION ENGINEERING II 

contactor—was normally operated on the batch principle, and was provided 
with the necessary feeding, measuring, and analytical equipment. The majority 
of the components were analyzed by gas-liquid chromatography. The amount 
of tar formed was determined after fractionation of the reactor contents. 

The amounts of phenol, tar, and benzene were measured as functions of 
several variables, such as temperature, pressure, copper and magnesium content, 
gas load, and residence time (independent variables), and phenol concentra
tion, degree of hydrolysis, cupric-cuprous ratio, oxygen partial pressure, etc. 
(dependent variables). The results of these experiments were used to derive 
the order of the various reactions as well as the reaction rate constants and 
their temperature dependencies. 

Similar measurements were done under plant conditions to assemble sup
plementary information and to check the validity of the model. These measure
ments were done in many strictly defined test runs in which the production of 
phenol, the consumption of toluene, the temperature, the pressure, the liquid 
level, and the air and steam loads were varied. The test runs also yielded 
information on specific aspects such as ring degradation, oxygen content of the 
tar, gas holdup, and tar viscosity. All this information was used to describe the 
individual reactions which are discussed below. 

OXIDATION OF CUPROUS TO CUPRIC BENZOATE. The oxidation of cuprous 
to cupric benzoate under the process conditions proceeds at a fast rate; the 
reduction of cupric benzoate, on the other hand, is a much slower reaction. 
Hence, the equilibrium lies entirely on the side of the cupric compound. This 
implies that during the oxidation the cupric benzoate concentration is fairly 
constant and high with respect to the amount of copper present. Thus, a given 
[ C u 2 + ] / [ C u + ] is a function of the reaction conditions. The reaction rate 
equation 

r C u 2 + = kA · C C u + · C o 2 (8) 
was derived from measurements of the rate of oxygen consumption as a func
tion of the temperature, the oxygen partial pressure, and the [Cu 2 +]/|[Cu +] 
ratio. This problem is analyzed below, under Oxygen Absorption. 

FORMATION OF PHENOL AND HYDROLYSIS OF PHENYL BENZOATE. Phenyl 
benzoate (phb), which forms from the cupric benzoate, has a distinctly lower 
vapor pressure than benzoic acid ( BZOH ) and thus accumulates in the reaction 
liquid. It is removed by hydrolysis with water; Mg benzoate is the catalyst. 
Phenol (ph) is stripped from the reaction medium by the offgas stream. 

The rate of the homogeneous hydrolysis as a function of temperature, 
water concentration, phenyl benzoate concentration, and magnesium content 
was measured in a separate pressure assembly. At a sufficiently high 
water:phenyl benzoate mole ratio the reaction is zero-order with respect to 
water and first order with respect to phenyl benzoate. When the magnesium 
concentration exceeds a given minimum, its influence on the hydrolysis is nil. 
Since the equilibrium of the reaction phenyl benzoate + H 2 0 k2 ks phenol + 
benzoic acid lies far enough to the right (k2 » k3), at the phenyl benzoate 
and water concentrations used under plant conditions the forward reaction 
(k2Cvhh) will predominate. The rate of hydrolysis was derived from data 
assembled from laboratory and plant measurements (see Figure 3) : 

rph = k2 · Cphb (9) 

where k2 = k2o X erE'RT (10) 
Ε (activation energy) = 80 kj/mole. 
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>2J 

Ch-1 
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Ch-1 
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Figure 3. Reaction rate constant for the hydrolysis of phenyl benzoate as a function 
of temperature 

BENZENE FORMATION. Oxidative decarboxylation of benzoic acid to phenol 
also yields benzene, under the action of the copper component in the catalyst 
system. The amount of benzene formed can be easily measured in laboratory 
experiments. The results are described by the zero-order reaction rate equation : 

Tbenzene = & 7 = & 7 0 X * T B ' R T (H) 

where £ = 147 kj/mole, which implies that the rate of formation is inde
pendent of the copper concentration. 

FORMATION OF TAR 1. As shown in the reaction scheme (Figure 2), 
phenol formation is attended by a side reaction in which tar is formed. In 
bench-scale experiments (9) the phenol concentration can be kept extremely 
low (little formation of tar 2), with the result that the rate of tar 1 formation 
can be measured. The rate of tar 1 formation appears to depend on the benzoic 
acid consumption, the temperature, and the oxygen partial pressure. Test runs 
in the plant have proved the correctness of the above relations. In interpreting 
the experimental results, ζ in ( C 6 H 4 0 ~ ) n was taken equal to the average value 
of 0.8. 

To calculate the production of tar 1, the following relation was used in 
the model: 

tar 1 production = o 0 -f Οι X BZOH consumption + α2 Χ Τ + a 3 · pQ2 (12) 

One mole of tar in the above relation means 1 mole of C G H 4 O 0 8 (aromatics) 
incorporated in the tar. 

FORMATION OF TAR 2. The formation of tar in the consecutive reaction 
(tar 2) can be followed if the phenol concentration is increased by passing 
additional phenol through the reaction mixture. The kinetics of this reaction 
are represented by: 
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- - = fee X C p h (13) 

The activation energy of the reaction amounts to approximately 77.5 k J/mole. 
RING DEGRADATION. Analysis of byproducts formed both in industrial 

installations and in the laboratory equipment (La., carbon monoxide and 
diacetyl) clearly shows that aromatic rings are degraded. Since the various 
products could not be determined exactly, we assumed that the degradation 
goes as far as C 0 2 and H 2 0 (see Equation 7). The data on ring degradation 
were obtained by separately quantifying the amounts of tar 1 and degradation 
products by oxygen and benzoic acid balances, starting from the test run values. 
As stated above, we used a fixed value for ζ (0.8) in these calculations. How
ever, another value for ζ will yield a different distribution of the amounts of 
tar 1 and ring degradation products in the mass balance. The sensitivity of the 
reaction system to this change has not been satisfactorily established; however, 
the consequences for the total model seem to be of secondary importance. 

The amount of degradation products has been correlated with the oxygen 
consumption and the temperature by the following equation: 

ring degradation = aQ + αϊ X 0 2 consumption + o2 Χ Γ (14) 

Losses. As in most processes, losses occur, and here they have been taken 
into account in drawing up the balances. The principal losses occur in the 
following sections: (1) primary oxidation (losses assumed to be constant); 
(2) extraction; (3) distillation (phenol). On the basis of plant experience, all 
these losses were determined with a fair degree of accuracy and are expressed 
as a fixed percentage of the phenol production. 

Balances. BENZOIC ACID BALANCE. Making allowance for the above men
tioned reactions leading to benzoic acid consumption, as well as for the principal 
losses, we set up the following benzoic acid balance: 

ΒΖΟΗ consumption = phenol production + production of (tar 1 + tar 2) + benzene 
production + ring degradation + losses (15) 

OXYGEN BALANCE. Summation of the amounts of oxygen consumed in the 
various reactions (including the amount lost with the phenol losses) yields the 
following oxygen balance: 

oxygen consumption = 0.5 phenol production +0.9 (tar 1 + tar 2) 
+ 7.5 ring degradation +0.5 phenol distillation losses (16) 

It will be evident that the effect of ring degradation manifests itself particularly 
in this oxygen balance. 

TOLUENE CONSUMPTION PER TON OF PHENOL. A practical quantity for 
expressing the total efficiency of the first and second oxidation steps is the 
toluene consumption per ton of phenol produced. This is, in fact, the reciprocal 
of the overall yield or the yield of the first oxidation step multiplied by that of 
the second. The former yield is measured; the latter is calculated from the 
model. 

Physical Aspects of the Oxidation Reactor 

The chemical aspects of the process as discussed in the previous section 
are now considered as they relate to the physical aspects of the reactor. Inside 
the reactor the contacting gas and liquid flows exchange oxygen, water, phenol, 
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33. VAN DIERENDONCK ET AL. Benzoic Acid Oxidation 439 

and benzoic acid. These mass transfer processes depend partly on physical 
factors, partly on the chemical reaction rate. Coupling such physicochemical 
relations, including those for the solubility, the vapor pressure, and the residence 
time distributions of the gas and liquid phases, to the kinetic model yields a 
computer program whereby the situation in the plant reactors can be simulated. 

Oxygen Absorption. An important transfer relation in the process is the 
absorption of oxygen in the oxidation medium. The oxygen is used mainly to 
oxidize cuprous to cupric benzoate and must be transferred from the gas to the 
liquid phase. This process can be described by: 

r 0 2 = Kov S AC (17) 

Information on this transfer process has been obtained from laboratory experi
ments in which the oxygen absorption was studied in a stirred reactor (1 liter 
volume). The results are given below: 

(a) r 0 2 = Kov S po2 OXLT/R Τ He (at constant VS, T, and FL,o) (18) 

(b) ro2 = α VL,O (at constant po2, VB, and T), (19) 

where VL)0 (Ν - Ν J) ^] 

(c) Kov = ko Ccu+ 1 / 2 e~E'RT (at constant S and VB) (20) 

From these data it can be concluded that: (1) the resistance to mass transfer 
is controlled by the liquid phase ( K L

_ 1 >> K g " x ) ; (2) mass transfer is chemi
cally enhanced because KoV( : ) C C u + 1 / 2 and E ( K o v ) = 50.4 kj/mole. It appears 
therefore that the oxidation reaction is in fact a film reaction in which the 
bulk concentration is extremely low. For such a case the value of the mass 
transfer coefficient can be derived from the Hatta number, which is defined as: 

1 / 2 \ 1 / 2 

Ha = Keff/KL « -ψ- ( — - - k Co2,rl C C u + m #o2 ) , where Kov = Keu (21) 
A L \n + 1 / 

The chemical enhancement factor (φ) shows how much the mass transfer 
coefficient Kh is increased. It also gives the ratio between actual consumption 
and maximum physical mass transport: 

?*<J2> a c t rθ2, a c t (22) 

If Ha > 2, then 

ro2, phys. max. Kj, S Cou 

Ha = φ since ^ » 10 (23) 
C 02,i 

The absorption of oxygen then satisfies the equation: 

r 0 2 = Φ KL S C 0 2 , i = Kett S POÎA/R Τ He (24) 

The effective mass transfer coefficient is proportional to the root of the copper 
concentration and independent of the oxygen concentration. This leads to the 
conclusion that in our case m and η in the Hatta number are equal to unity, 
so that 

tfeff = (ki C C u + Do 2) 1 / 2 (25) 

and ki — kiQ e~E,RT, where EM ~ 2 Ε(Κον) 
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440 CHEMICAL REACTION ENGINEERING II 

It follows, therefore, that the oxidation of cuprous benzoate mentioned above 
is first order with respect to copper and oxygen. Since the solubility of oxygen 
in benzoic acid is unknown, k4 can be calculated only after the Henry coefficient 
(He) is estimated in similar system. However, in calculations regarding the 
plant reactor, it is enough to use the value of K e f f / H e , and this can be derived 
experimentally. 

To calculate the 0 2 transfer in the plant reactor, both K e f f and the specific 
interfacial area S must be known. The size of S depends mainly on the super
ficial gas velocity V s (no mechanical stirring). The relation between S and V8 

is known from the literature (10, 11): 

S = a0 V* (26) 

where a = 1, if the gas holdup ε < 0.3 and a ^ 1 if ε > 0.3. 
Further, the temperature dependence of S over a limited range is small. 

The interdependence of oxygen absorption and reactor variables can therefore 
be derived from a mass balance taken over a very small part of the reactor 
volume, dV (dV = FdH), on the assumption that plug flow occurs in the gas 
phase: 

^ dpo* - -Ke{{ S g l l ^ FdH (27) 

Further <E>g/F = V g and H = height of the gas-liquid dispersion. 
After integrating over the height H, it follows from Equations 26 and 27 

that 

to . a o Ε ϊ ψ ° 2 Η (28) 
Pot, out He 

We can assume that V s remains approximately constant when the height is 
varied and that the gas holdup changes only slightly with variations in V8 if 
V s > 0.3 m/sec. A good approximation of Equation 28, obtained by a regres
sion analysis, reads: 

In (1 - X) = (o„ + α, Τ + a s 7.) He{{. (29) 

where X = 1 — (p 0 2 , out)/(p 0 2> m ) a n c ^ **eff. = t n e effective absorption 
height. The sum of the terms in brackets is negative in sign. 

This relation enables the total oxygen consumption to be calculated within 
the entire range of operating conditions. It is also the basic equation needed 
to calculate the phenol production, which is one of the terms in the oxygen 
and benzoic acid balances. 

Phenol Stripping. The required yield is one of the factors determining 
the phenyl benzoate and phenol concentrations to be maintained in the reaction 
liquid. In adjusting the phenol concentration, the rate of transfer from the 
liquid to the gas phase is important. In view of the consecutive reaction which 
leads from phenol to tar, the bulk concentration of phenol must be kept as low 
as possible. 

The transfer process is described by: 

rPh = &2Cphb = KhS(Chph — C\ph) (30) 

Under the conditions prevailing in our reactor, the transfer rate K L S is of the 
order one (sec -1) (II, 12, 13). At the production rate of 0.3-1 kmole/m 3 hr 
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33. VAN DIERENDONCK ET AL. Benzoic Acid Oxidation 441 

reached in our bench-scale experiments, the driving force equals 

A C = C i — CL = (0.9 • 3) Χ ΙΟ"4 kmole/m3 

The difference between the concentrations in the bulk and at the interface 
is related to the bulk concentration by 

A C _ 10-4 

C L 10"1 

10-

which shows that the bulk concentration may be taken approximately equal 
to the concentration at the interface. This also holds under the conditions in 
the plant reactor. Hence, the bulk concentration is related to the partial 
pressure as: 

pPh = a C p h (31) 

The magnitude of the proportionality constant for phenol-benzoic acid can 
be derived by Raoult's law, whose validity has also been demonstrated in 
bench-scale experiments. 

Hence, pph = y Pt (32) 

and p p h = χ Pph (33) 

where x, y denote the mole fractions of phenol in the liquid and gas phases, 
respectively, and P p h is the vapor pressure of pure phenol. 

Since part of the phenol dissolves in the condensing benzoic acid, it is 
recycled with the latter to the evaporators and subsequently resupplied to the 
reactor. Thus, the phenol partial pressure is increased by a given factor (recycle 
parameter), which adversely affects the yield. However, the consecutive reac
tion of phenol can be suppressed by leading inert gases through the reactor to 
lower the phenol partial pressure. Application of this principle enabled labora
tory yields to be raised to ca. 90% (see Figure 4). Under plant conditions 
efficiency could also be improved in this way (passage of additional steam). 

Water Solubility. As stated above, the rate of the phenyl benzoate hy
drolysis is a function of the water concentration. Like the phenol concentration, 
the concentration of water in the liquid is defined by the direct relation between 
partial pressure and bulk concentration. Therefore: 

CH?O = a xmo = α ρ mo/Ρmo (34) 

Pmo = 1/a Cmo Pmo (Raoult's law) (35) 

where P H 2 0 = vapor pressure of pure water. 
Bench-scale experiments proved the validity of these relations. Thus, to 

achieve the required water concentration in the liquid, the partial pressure 
of the steam in the reactor must not be allowed to drop below a given minimum. 

Benzoic Acid Evaporation. Compared with the other reactants, benzoic 
acid is always present in excess, even if the amount bound to copper and mag
nesium (in benzoate form) is disregarded. The excess benzoic acid partly 
comes from the first and partly from the recycle streams of the second oxidation 
step. Because of the smooth exchange between the gas and liquid phases, it 
takes little time for gas-liquid equilibrium to be established. The ultimate vapor 
pressure again conforms to Raoult's law provided the copper and magnesium 
salts, as well as the heavy tar products, are not regarded as volatile constituents. 
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Figure 4. Chemical yield vs. phenol concentration 

PBZOH = x PBZOH (36) 

where FBZOH = vapor pressure of pure benzoic acid. 
Gas Holdup. The passage of large quantities of benzoic acid vapor, air, 

and steam results in a high superficial gas velocity (V = $ gastot./F)> limited by 
the entrainment factors in the condensation column and the reactor. The super
ficial gas velocity (V s ) determines the magnitude of the gas holdup ( ε ) , and 
thus the specific interfacial area and the effective reactor volume. According 
to the literature, ε and V s are related as follows 

ε = 1.2 (37) 

If we allow for the reaction conditions, this relation can be simplified to 

e = o 0 F s
3 / 4 provided ε < 0.3 (38) 

The surface tension and viscosity of this system are difficult to determine 
under the reaction conditions, so the magnitude of the constant in Equation 38 
was calculated from measurements in the plant reactor. From the value of the 
gas holdup thus found, the specific interfacial area S can be estimated 
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33. VAN DiERENDONCK ET AL. Benzoic Acid Oxidation 443 

S « 6 β/Α (39) 

Equation 38 can be substituted in Equation 39. Since dh ^ V s " 1 / 4 (10), 
S ~> ν β

ι · ° (see Equations 26 and 27) provided that ε < 0.3. The holdup rela
tion is also used in the model to calculate the effective reactor volume ( V L ) : 

VL - (l - e) VT » (l _ e) F H (40) 

where H is the height of the gas-liquid dispersion. 
Residence Time Distribution of the Gas and Liquid Phases. Besides 

knowledge of kinetics and mass transfer, information is needed about the degree 
to which production rate and yield are influenced by the residence time distri
bution of the gas and liquid phases. Some data on the mixing times can be 
found in the literature (11, 12, 14). The mixing time in the liquid phase (11) 
is given by 

tm « 4.7 H + 1 provided Va > 0.03 m/sec (41) 

Applied to the liquid heights and gas velocities used in practice, Equation 41 
yields a tm value of 25-40 sec. Considering the mixing time in its relation to 
certain important reaction times in the model, the reaction time/mixing time 
ratio (tr/tm) is around 5-100. These values are large enough to allow calcula
tions for a perfectly mixed liquid phase. The mixing pattern in the gas phase 
must be derived from data on backmixing the gas bubbles. This backmixing 
is accounted for by the Péclet number—i.e., Pe = (V g H) / (eD m g ) = transport 
by the gas flow/transport by axial mixing. As to the magnitude of the axial 
mixing coefficient in the gas phase in industrial reactors, little information is 
available. The assumption regarding plug flow in the gas phase, which forms 
the basis of Equation 29, is not refuted by the outcome of the test runs done 
at various liquid levels in the reactor. On the other hand, under these condi
tions the Péclet number would have to be larger than 3, which implies that the 
mixing coefficient derived from it for the system discussed will have to be of 

P A R A M E T E R S 

• PHENOL PRODUCTION 

- TOLUENE CONSUMPTION 

- B E N Z E N E PRODUCTION 

TEMPERATURE \ \ m TAR PRODUCTION 
•tc. 

Figure 5. The model 

the order of 3 m2/sec. Considering the observations by Towell and others 
(12) and the results of gas mixing experiments in fluid beds (15), this is a 
likely value. 

Model and Results 

General. The mathematical model comprises all the previous relations 
combined into a system of algebraic nonlinear equations (Figure 5). Beside 
the numerous dependent variables in the system, five independent variables, or 
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444 CHEMICAL REACTION ENGINEERING II 

degrees of freedom, can be distinguished; they are all related to operationally 
controlled factors and are: reactor temperature, reactor pressure, height of the 
gas-liquid dispersion in the reactor, air load, and steam load. In addition to 
these, other parameters exist which, under certain conditions, may deviate and 
thus must be accounted for in the computer program—e.g., the reactor diame
ter and the recycle characteristics. 

The calculation procedure comprises two iteration loops, which do not 
present any convergence problems. Besides the essential model equations, the 
program also includes several derived equations which ensure comprehensive 
results (e.g., partial pressures and superficial gas velocity). This brings the 
number of equations used in the model to approximately 50 (Fortran V ; 
terminal Univac 1108; calculation time: a few msec). 

Figure 6. Phenol production in tons Iday. Plant test runs 
performed under various conditions. 

Reliability and Accuracy. In estimating the reliability of the model, two 
points should be taken into account: (a) the fundamental physical, techno
logical, and chemical relations; (b) the incorporation in the model of a few 
regression equations based on some 20 plant measurements. Whereas point 
(a) affords certainty as to the reliability of the interpolations in most cases, the 
regression approach in (b) calls for some limitation of the range over which 
the extrapolations are carried out. 

The two most essential quantities in the process and, hence, in the model 
are the phenol production (tons/day) and the consumption of toluene per ton 
of phenol produced (kg/ton). To illustrate the accuracy obtained in the 
model-building stage, we have plotted the measured vs. the calculated values 
of the two quantities. The data were obtained from 20 selected runs and are 
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Calculated 

Figure 7. Toluene consumption in kg I ton phenol. 
runs performed under various conditions. 

Fiant test 

the same as those used in the model building. Beside the graphical representa
tion in Figures 6 and 7, characteristic values are compiled in Table I. These 
indicate the accuracy of the model, both in an absolute sense and its relation 

Table I. Absolute and Relative Accuracy of the Model 
Related to the 20 Test Runs 

Description 

Range of data actually occurring in the plant (Am) 
Mean error of prediction (ε) 
Standard deviation of error e (σβ) 

(square root of variance) 
Relative error of prediction 

(Δ?ΤΙ ^ 100%) 

Phenol 
Production, 
Tons/Day 

70 
0.1 
2.5 

3.6% 

Toluene 
Consumption 

per Ton 
Phenol, kg 

200 
- 2 
30.7 

15.4% 

to the intervals between the maxima and minima in production and consump
tion. Recent test runs, done under more widely varied conditions, confirm the 
predictive quality of the model (see Figures 6 and 7; symbols + ). 

Results. Implemented with a cost function, the model can be used as a 
tool in economic optimization efforts where technological, marketing, or other 
constraints must be observed (efficiency optimization vs. production optimi
zation). 
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We examined the sensitivity of the model to changes in air or steam feed, 
pressure, liquid level, and temperature. An illustration of these sensitivities 
regarding phenol production and toluene consumption under a given opera
tional condition is shown in Figure 8A-E. It is seen here that, e.g., the conse
quences of a pressure rise can be largely offset by increasing the steam feed. 
The model has also been used to calculate process adjustments required by 
operational troubles (e.g., one reactor out of service) or unpredictable cir
cumstances (e.g., toluene shortage). 

Finally, the model has been very helpful in designing a reactor extension 
where the reactor diameter was used as the main parameter. However, in cal
culations involving a change in such an essential dimension of the process 
equipment, extrapolations cannot be carried too far. We obviated this hazard 
by fixing temperature-dependent maxima with regard to the specific oxygen 
consumption (kmole/m3 sec). These were derived from the maximum values 
measured in the current plant reactor. 

Weighing the costs of this investigation against the profits, we see that 
cost of the research for developing the model is returned within one year. In 
summary, this intensive research work has made it possible for the phenol 
production per reactor to be increased to 300% of the 1964 design capacity, 
thereby enabling the original phenol process to hold its own against the compe
tition from alternative technologies, next to other cost price decreasing means. 

'Nomenclature 
ao, ι, 2... η general constant 
C concentration, kmole/m3 sec 
Cj concentration at interface, kmole/m 3 sec 
C L bulk concentration, kmole/m3 sec 
D diffusion coefficient, m2/sec 
db bubble diameter, m 
Dmg mixing coefficient in the gas phase, m2/sec 
dT reactor diameter, m 
d s stirrer diameter, m 
È activation energy, kj/mole 
F cross-sectional area of the reactor, m 2 

g acceleration of gravity, m /sec 2 

H height, m 

Ha Hatta-number = ^ - q r y * k · · C L B · D 

He Henry coefficient = p/R · Τ · C 
Het( effective height of the gas-liquid dispersion, m 
k reaction rate constant, k m o l e ( 1 ~ n ) / n i 3 ( 1 ~ n ) s e c 

^eff. effective mass transfer coefficient, m /sec 
Kg mass transfer coefficient in gas phase, m/sec 
K L mass transfer coefficient in liquid phase, m/sec 
Ko V overall mass transfer coefficient, m/sec 
m, η reaction order 
η coefficient 
Ν revolution number, 1 /sec 
N0 minimum revolution number required for bubble dispersion, 1 /sec 
ρ partial pressure, kg/m 2 

Ρ pressure of pure component, kg/m 2 

P t total pressure, kg/m 2 

Pe Péclet number 
r reaction rate, kmole/m3 sec 
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R gas constant, k j / mole °K 
S specific interfacial area, m 2 / m 3 

t time, sec 
Τ temperature, °K 
tm mixing time, sec 
tT reaction time, sec 
V L volume of the liquid in the reactor, m 3 

V L o effective stirrer speed, m /sec 
VT volume of the gas-liquid dispersion in the reactor, m 3 

V s superficial gas velocity, m /sec 
χ mole fraction in the liquid phase 
y mole fraction in the gas phase 
ζ oxygen content in the tar 

Greek Letters 
a exponent 
Δ difference 
ε gas holdup 
η viscosity, Ν = Newton, Nsec/m 2 

ρ density, kg/m 3 

σ surface tension, N/m 
φ chemical enhancement factor 
<É>g gas flow rate, m3/sec 

Subscripts 
Β component 
b bubble 
disp dispersion 
eff effective 
g gas 
i interface 
in inlet 
L liquid 
out outlet 
s stirrer 
r reactor 
t total 
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Temperature and Concentration Gradients 
In a Catalytic Packed Bed Reactor 

N. G. KARANTH and R. HUGHES 

Department of Chemical Engineering, University of Salford, England 

Temperatures and concentrations were measured during the exo
thermic catalytic reaction between hydrogen and toluene in an 
experimental packed bed reactor. A nickel catalyst was used as 
cylindrical pellets 6 mm in diameter. Transient and steady-state 
measurements were made of both intraparticle and bed tempera
tures. The intraparticle temperature measurements showed that 
the assumption of an isothermal pellet was valid for most of the 
experimental range investigated but that large interphase tem
perature rises could occur. Attempts were made to model the 
system using standard procedures, but these predicted higher 
temperatures than were observed experimentally. Good agree
ment with the experimental results was obtained when the limit
ing non-key component effect was incorporated into the model. 

Packed bed catalytic reactors are used extensively in the chemical and process 
industries, and prediction of their behavior has resulted in many modeling 

studies. Because of the complicated interaction between diffusion, heat trans
port, and chemical reaction, coupled with the system hydrodynamics, the 
models must be complex if realistic predictions are to be obtained. 

It is also important to have experimental verification of theoretical 
models. Although studies on heterogeneous catalysis in packed bed reactors 
have been reported (1, 2, 3, 4), they have been few and have not generally 
kept up with theoretical developments. Therefore, there seemed to be a real 
need for experimental measurements of temperature and concentration in 
packed bed reactors. In the present work temperature measurements were 
made both within the catalyst particles and in the external field of the bed for 
the nickel-catalyzed hydrogénation of toluene; bed concentration profiles were 
also determined. 

Models for a Packed Bed Reactor 

The transient behavior of the packed bed reactor was modeled in two 
ways. In the first, pseudo-first order kinetics were assumed for the reaction, 
no account being taken of the low fractional order in toluene found experi
mentally (5). The second method used the limiting non-key component con
cept. This has been described in detail for single particles, and with certain 
simplifying assumptions it can be extended to packed beds. 

449 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

03
4

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



450 CHEMICAL REACTION ENGINEERING II 

The complete set of equations for a non-adiabatic reactor with pseudo-
first-order kinetics can be written in dimensionless form as: 

For the single particle 

V ' C p * - exp [ 7 ( l - ^ ) ] = ΛΓ, 

V 2 ? V + φ*£ C p * exp [ 7 ( l - - L ; ) ] = N2 

where iVi = A ^ , iY2 = 4 D e L 

with the boundary conditions 

a?/ 

ay 

-ac p * 

θ Τ ρ * | 

4 K e L 

- 0 y=0 dy \y=0 

, = i = N u * [ T p * L = i - T * ] 

and for the external field 

1 d p d 2 C * aC* 
PeM L as 2 

PeH L dx2 dx 
- α' (τ* - ίΓρ*| ) + T F F ( T W * - T * ) = 

where 

α = 

with the boundary conditions 

dC* 
dX 

avhL 

dT* 

2KL 

#te2ttpgCg 

x = l dx I 2 = 1 = 0 

-ac* 
dx 

-dT* 
dx 

* = 0, ^ ! = P e M ^ ( c * | x = 0 _ 

(T*|x=o-- PeB 

a** 

(1) 

(2) 

(3) 

(4) 

The limiting non-key component effect is described in detail elsewhere 
(6, 7); only the salient features are presented below. Consider the reaction 

A + n sB —> Products 

If component Β is much less than the stoichiometric ratio and its diffusivity is 
also less than that for A, this limiting component would be expected to be 
exhausted before reaching the center of the catalyst pellet. Such a situation 
occurs in many hydrogénation reactions including the work described here. 
Using this concept, the dimensionless material and energy balances for a single 
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particle many be combined, utilizing the modified Prater relation which includes 
finite film effects (8) to give: 

d2Tp* ( 2 dT 
dy* 

Y Sh*J (J \ (5) 

with the boundary conditions 

dTP*\ = 0 dTp* 
dy I y = \ dy 

Now, redefining a radial coordinate 

t = Nu*(l - T 8*) (6) 
y = i 

where λ is the radius of the unreacted core. Equations 5 and 6 are transformed 
as 

1 d2Tp* 2 1 
(1 - λ) 2 d? (λ + (1 - λ)ξ) (1 - λ) άζ 

j Nu* T e V N U * \ Τ»*) 

d - ? f | S = 0 = 0 ' | ξ = 1 = Ν π * ( 1 - λ ) ( 1 - Γ 8 * ) (9) 

The limiting non-key component effect is accounted for by the parameter 
φ where 

CAO Π* 7 ) e A 

Thus, as C B o (the limiting component) increases, the value of ψ decreases 
and approaches zero as C B o approaches CAon8DeA/DeB. The temperature at the 
junction of the reactive outer shell and the inert inner core is then given by the 
dimensionless form of the modified Prater relation 

ξ = ο, Τ* = ( β + + ( l - T V - βΨ (10) 

The limiting non-key effect as described above applies only to single 
particles. Effectiveness factor values are reduced almost 20 times when ψ = 
0.81. The most obvious way to take this factor into account is to apply a suit
able correction factor in the reaction rate term in the mass and energy balance 
equations of the packed bed reactor. This factor is based on the limiting 
non-key component effect on the first particles at the entrance with an average 
reactor temperature and is equal to the factor of reduction of the effectiveness 
factor at this point. This uniform average correction factor is assumed to apply 
throughout the length of the bed. Both models were solved using the orthogonal 
collocation method as described by Villadsen and Stewart (9). 

Experimental 

Kinetics. Kinetic data were obtained in a small differential reactor using 
powdered catalyst material (coprecipitated nickel (55%) on silica), diluted 
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452 CHEMICAL REACTION ENGINEERING II 

with an equal part of inert silica carrier. The results are reported in detail 
elsewhere (7); briefly they conformed to the following expressions 

Below 170°C R* = 0.1815 e~l^RT pn ρ τ 0 2 4 

Above 170°C R* = 6.49 X 10"° el^RT pn ρ τ
0· 2 4 

Packed Bed Reactor. The reactor was a preheater section packed with 
stainless steel turnings and raschig rings mounted above a catalyst bed. The 
latter was 300 mm long, 41 mm diameter and was packed with 4.8 mm equant 
cylindrical silica-supported nickel catalyst pellets. Two instrumented pellets 
containing embedded thermocouples were positioned at dimensionless bed 
depths of 0.17 and 0.31 respectively. These pellets were as dense as normal 
ones but were slightly larger (6 mm X 6 mm). Unfortunately, during reactor 
packing the small diameter thermocouple wires (0.025 mm) in the pellet at 
the lower position (x = 0.31) were broken so that intraparticle temperature 
measurements were available only for the upper position. A movable capillary 
sampling probe was situated on the axis of the reactor, and gas samples were 
analyzed using an MS 10 mass spectrometer. Bed thermocouples were located 

T, * t63 5 *C 

~oë 2& 0/ 01 03 04 OS 06 07 
Axt'ol distance , x 

Figure 1. Transient axial bed temperature profiles. High reac
tivity—effect of toluene introduction. 
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Ζ -32'C 
F,0*t 34*10* m'/sec 

0 3 0 4 O S 
Αχ/αί distance,* 

Figure 2. Transient axial bed temperature profiles. 
tivity—effect of toluene introduction. 

Lower reac-

at five positions close to the central axis including the entrance, and radial tem
peratures were measured at the two planes χ = 0.17 and χ = 0.31, with three 
thermocouples in each plane. The estimated maximum error of the chromel-
alumel bed thermocouples was ± 1 ° C . That of the intraparticle thermocouples 
was also within this range since conduction losses were minimized by the use 
of 0.025-mm wire. 

Originally the reactor was intended to be operated adiabatically so that 
heating was placed around the preheater only, the bed section having lagging 
only. Initial experiments showed that this ideal was not achieved, and small 
radial heat losses were occurring. This accounts for the gradual drop in axial 
temperature obtained in the bed under non-reactive conditions. 

Results 

Transient Bed Temperature Profiles. HIGH REACTIVITY, HIGH INLET 
TEMPERATURE. Figure 1 shows the transient temperature profiles in the axial 
direction in the external field when the vaporized toluene is introduced into 
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454 CHEMICAL REACTION ENGINEERING II 

the entering hydrogen stream at a time t = 0 min. In the first two minutes 
the profile moved relatively slowly, but then the temperature buildup at all 
points in the reactor was swift. Initially (t < 8 min) the temperature at the 
reactor entrance (shown by the thermocouple at χ = 0.17) attained a high 
value first, and the section further down the bed responded more slowly. 
However, at a later time (t > 8 min) the temperatures in the region closer to 
the exit responded much faster, and those in the entrance section climbed only 

— - π ?9 r"7^ 

RADIAL DISTANCE, r * 

Figure 3. Transient radial bed temperature profiles at χ = 0.17 and 
x = 0.31 (corresponding to axial profiles of Figure 2) 
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34. KARANTH AND HUGHES Catalytic Packed Bed Reactor 455 

slowly. After 40 minutes the profile was virtually equal to the steady-state 
values, and the maximum temperature was stationary at the reactor entrance 
whereas the exit temperature slowly approached the entrance temperature 
level. At the steady state, the total temperature drop from entrance to exit 
was only about 5°C. 

The radial temperature profiles corresponding to the axial profile of 
Figure 1 were determined at dimensionless bed depths of 0.17 and 0.31 at 
radial positions r* of 0.12, 0.59, and 0.86. At steady state the central two 
thermocouples recorded identical temperatures while the junction at r* = 0.86 
was only 6°C lower, thus justifying the lumped wall heat transfer assumption. 

Low INLET TEMPERATURE. Figure 2 shows the transient response of the 
system when toluene is admitted, the entrance temperature now being lower 
than earlier ( 9 2 ° C ) . In this case the temperature maximum was developed 
at a point inside the reactor and moved towards the exit. Initially (t ^ 2 min) 
the temperatures started rising more slowly compared with the high entrance 
temperature case, the largest increases being registered in the entrance section. 
At t = 2 min, the temperature continuously decreased from the entrance to 
the exit. However, at t = 4 min, a temperature maximum had developed at 
about χ = 0.4. This maximum moved gradually towards the reactor exit. The 
temperatures at all reactor positions increased continuously with time except 
for the final steady state) but with different speeds. In the initial period the 
rate of temperature rise at χ = 0.7 was the highest. This zone of highest rate 
of increase gradually moves towards the exit with time. After t = 30 min, the 
temperatures in the entrance regions started declining slowly, probably because 
of the decrease in the inlet temperature. At the steady state the temperature 
profile increased steeply from entrance to exit. 

The radial temperature transients corresponding to the above case (Figure 
3) show that the temperature rise at χ = 0.17 is quite small and occurs in the 
initial period whereas at χ = 0.31 the temperature rise is larger and spread 
over a longer time interval. At both positions the character of the radial tem
perature profiles remained unchanged through the transients. 

Intraparticle Temperature Measurements. The pellet in which 0.025 mm 
Pt-13% Rh-Pt thermocouples were embedded was positioned at the same 
axial distance as the first set of external thermocouples (x = 0.17). The cylin
drical pellet was placed upright, and the center of the pellet was approximately 
8 mm from the center of the bed. The thermocouples in the pellet were situated 
at dimensionless radial distances (r/R) of 0.25, 0.73, and 0.98. The last ther
mocouple was situated so close to the surface of the pellet that readings there 
can be regarded as surface temperatures. 

For the high inlet temperature corresponding to the axial profiles of 
Figure 1 there was virtually no temperature gradient within the particle, all 
three thermocouples recording the same temperature. This was achieved rap
idly (in about 8 minutes). The interphase gradient was appreciable however, 
reaching a peak of 41 °C before decreasing slightly at the steady state. 

The intraparticle temperature profiles at a lower entrance temperature of 
the reactor are shown in Figure 4. The toluene composition was the same as 
in the last case. In this case temperature gradients developed within the 
particle. Within one minute the temperature close to the center had risen by 
about 14.5°C and that close to the surface by about 11°C, establishing intra
particle gradients. This gradient increased slightly in the later stages, and the 
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β. ΊB4 *t04 m'/sec 

150-
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80-
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Figure 4. Transient intraparticle temperature profiles 

final temperature difference between the center and the surface was about 9°C. 
The character of the profile changed little with time. 

Interphase and Intraparticle Temperature Rises. The transient variations 
of the intraparticle and interphase temperature rises are plotted in the upper 
part of Figure 5 for the high reactivity case. There was a rapid interphase 
temperature rise in the beginning, which peaked and then slowly dropped. 
The intraparticle temperature rise, however, was slightly negative in the begin
ning but quickly (within 20 min) settled down to a negligible value, showing 
the isothermal nature of the particle. Figure 5 also shows the transient response 
when the feed is at a lower temperature level and toluene is introduced into 
the feed stream. Here again, the interphase temperature rise increased rapidly 
in the beginning, reached a maximum, and then slowly decreased. The intra
particle temperature rise on the other hand, rose more slowly and to a much 
lower maximum and then decreased slightly to settle at a lower level. On the 
whole, the steady-state temperature within the particle is attained much faster 
than the interphase steady state. The latter is more gradual but higher in 
magnitude. 
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AT. 169̂ 5 »C 

TIME, MIN 

Figure 5. Interphase and intraparticle temperature rises 
corresponding to inlet temperatures of 169.5° and 92°C 

Steady-State Concentration Profiles. Concentration profiles were measured 
by moving the tip of the capillary sampling probe along the axis of the reactor. 
For convenience, the concentrations were measured at every 25-mm length. 
Only steady-state profiles were measured because of the lengthy operation in 
moving the capillary to different axial positions. 

Figure 6 shows the effect of a change in the toluene concentration of the 
feed from 6 to 10%. At 6% a large part of the reaction takes place in the 
early part of the bed and remains almost constant in the later sections. At the 
higher concentration, the reaction takes place at a greater distance from the 
entrance, indicating that the reaction zone has moved towards the exit. The 
conversion in the latter case is slightly more than in the first case. 

Discussion 

Figures 1 and 2 show the effect of bed reactivity on the axial temperature 
profiles. For the high inlet temperatures of Figure 1 the reaction was so fast 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

03
4

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



458 CHEMICAL REACTION ENGINEERING II 

that the zone of highest temperature was located near the reactor entrance 
throughout the whole run. The temperature increases in the inlet region were 
very fast initially whereas those at the outlet responded more slowly. This is 
because of the finite time required to heat up the particles along the length 
of the bed so that for positions further down the bed a correspondingly larger 
time is required. 

The expected hot spot in the reactor appeared when the entrance tem
perature of the feed was lowered to 92°C (Figure 2). The temperature rise 
was now faster in the entrance section and later in the section near the outlet. 

77* 75 c* 
Ffo*t37*/0*m3/sec 

2 -

01 _ k _L_ I _ l _ gl_ _ L _L_ 

Ax/al distance t χ 

Figure 6. Steady-state axial concentration profiles. Effect of feed 
composition. 

This similarity to the profile shape in an adiabatic reactor is the result of the 
small amount of wall heat transfer present. The radial temperature profiles 
confirm these effects. 

For the high inlet temperature the particle temperature profiles were flat. 
Under these conditions the chemical reaction resistance is negligible; thus, the 
external transport resistances predominate, causing the pellet to be isothermal, 
even in the transient state. Intraparticle gradients appeared only at lower feed 
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Ό Of 02 03 04 OS 06 07 06 09 
AXÏQI distance, χ 

Figure 7. Comparison of theoretical and experimental axial bed 
temperature profiles at steady state 

temperatures, but these were much smaller than the interphase gradients. 
Figure 5 shows that although the interphase temperature rise was greater than 
the intraparticle, the latter occurred more quickly. This is probably caused by 
the higher thermal conductivity of the particle. 

Experimental vs. Simulated Results. Transient and steady-state tempera
ture and concentration profiles were calculated for some experimental runs 
using the non-adiabatic model with pseudo-first-order kinetics and the approxi
mate method based on the limiting non-key component concept. The parame
ters required for the theoretical model were determined experimentally where 
possible (pore volume, pore size distribution, effective thermal conductivity, 
etc. ) ; otherwise they were estimated using standard formulas available in the 
literature. For the kinetic rate expression, a single activation energy and fre
quency factor could not be used because an inversion temperature existed for 
the reaction. Therefore two different sets of frequency factors and activation 
energies for the two temperature ranges ( Γ ^ 170°C and Γ > 170°C) were 
used. 
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Axial distance, * 

Figure 8. Comparison of theoretical and experimental axial bed 
temperature profiles at t= 10 min 

The computed steady-state axial temperature profiles, with and without 
the limiting non-key component effect, are compared with the experimental 
axial profiles for an inlet temperature of 92°C in Figure 7. The simulated 
profile based on the non-adiabatic model with pseudo-first-order kinetics gives 
a high temperature peak at χ = 0.3, which is not obtained experimentally. This 
peak is also about 200°C higher than the experimental value at this point. The 
temperature profile based on a limiting non-key component gives much better 
agreement with the experimental values. A similar result is also found when 
the transient profiles are compared for the same initial conditions (Figure 8). 
Thus a closer approach to the measured profiles can be obtained using this 
model. 

For the computations seven collocation points in the external field and 
three in the pellet (including the boundary points) were used. More collocation 
points would no doubt refine the calculations and possibly give less deviation 
between curves 2 and 3 in Figures 7 and 8. Nevertheless the marked disparity 
between the pseeudo-first-order kinetic model and the exprimental curve would 
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34. KARANTH AND HUGHES Catalytic Packed Bed Reactor 461 

still exist. Closer agreement between the experimental and limiting non-key 
component model would probably be obtained if the latter effect was incorpo
rated directly into the reactor equations instead of using the effect to modify 
the particle effectiveness factors as was done here. 

Nomenclature 

av surface area of catalyst per unit volume of bed 
cg average specific heat of gas 
c s specific heat of solid 
C* ( C p * ) dimensionless concentration in bulk fluid, C / C 0 ( particulate phase, 

Cps/Co) 
dp diameter of catalyst particle 
D e effective diffusivity of catalyst particle 
h heat transfer coefficient, bulk phase to particle surface 
hw wall heat transfer coefficient 
km mass transfer coefficient 
K e effective thermal conductivity of catalyst particle 
L reactor length 
Nj , Ν2 defined by Equation 2 
Nu* modified Nusselt number, hR/Kc 

PH> ΡΎ partial pressure of hydrogen, toluene 
Pe M (Pe H ) longitudinal Peclet number for mass (heat) dispersion 
R* reaction rate 
Sh* modified Sherwood number, kmR/De 

t* dimensionless time, tu/h 
Τ* ( Γ ρ * ) dimensionless temperature in external field, T/T0 (particulate 

phase, T p / T 0 ) 
Ts temperature at particle surface 
u interstitial gas velocity 
χ dimensionless axial distance, z/L 
y dimensionless radius in particle, r/R 

Greek Letters 

a, a defined in Equation 4 
β thermicity factor, (-AH)DeC0/KJ0 

γ activation energy parameter, Ε/ReTa 

« i ( e 2 ) void fraction of particle (bed) 
Pg(Ps) average gas (bulk-solid) density 
ξ modified radial coordinate in the pellet, (y — λ ) / ( 1 — λ ) 
λ radius of unreacted core 

Subscripts 

A, Β components A and Β in binary mixture (specifically Β = toluene) 
ο conditions in the bulk fluid for single particle; conditions at 

entrance for packed bed reactor 
ρ particle 
ps particle surface 
Τ toluene 
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Epitaxial Deposition of Silicon in a Barrel 
Reactor 

FRANK W. DITTMAN 

Department of Chemical and Biochemical Engineering, Rutgers University, 
New Brunswick, N. J. 08903 

Data from a rotating-barrel reactor for epitaxial deposition, on 
sapphire, of Si from SiH4, and η-type arsenic dopant from AsH3, 
both in H2 carrier gas, are analyzed using transport equations for 
a similar but simpler apparatus. The mass transfer data for silicon 
are represented by: jD = 0.73 (LG/µ)-1/2. This is close to previ
ous data for cylinders and indicates that Si deposition is mass-
transfer controlled. Apparent mass-transfer coefficients for As 
deposition are orders of magnitude below those for Si, indicating 
revaporization of As from the solid deposit. The apparent activity 
coefficient for η-type As dopant in epitaxial silicon is calculated 
as 1 X 10-5. 

11 our chemical vapor deposition experiments were done in a vertical cylin-

Equipment and Process 

The gas-tight chamber (ampoule) was about 6 inches id, 12 inches high 
(see Figure 1). The stationary ampoule with transparent water cooling jacket 
was supported ôn a water-cooled aluminum base plate. The ampoule was sur
rounded outside the water jacket by a helical induction coil of water-cooled 
copper tubing, connected to an rf power supply. A horizontal, circular alumi
num support plate for graphite susceptors was supported by an aluminum rod 
projecting vertically up from the base plate. The plate, rod, and susceptor (or 
barrel) were concentric with the ampoule and were rotated by a variable-speed 
motor at 5 to 40 rpm. 

The susceptor was heated inductively to 1000°C while rotating and sup
porting circular or oval sapphire wafers, 1 to 1.5 inches diameter, 0.010-0.025 
inch thick, also at 1000° C. The position of a typical wafer on the susceptor is 
shown in Figure 1. 

The reactants, S i H 4 and A s H 3 , were conveyed at constant flow rate by H 2 

gas into the reaction zone. Sapphire wafers to be coated epitaxially with Si 
and an η-type As dopant, were placed on the susceptor before each batch and 
removed afterward. One could not admit and remove wafers continuously be-

463 
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464 CHEMICAL REACTION ENGINEERING II 

Figure 1. Barrel reactor, quartz ampoule, and aux
iliaries (W = wafer) 

cause of the system tightness required; no oxygen or water vapor could be 
tolerated inside the apparatus. Gas flow rates and compositions were con
tinuous and constant during any one batch. 

Channel Geometry. The channel formed by the susceptor and ampoule is 
a tapering annulus, with inside wall rotating at constant speed; this wall has 
several flat sides. An exact solution of momentum, heat, and mass transfer 
equations for this shape is difficult. Therefore laminar-flow solutions for flow 
channels of related shapes were used, as follows: 

(a) Non-tapering annulus, with equivalent diameter Dea = D2 — Dl9 and 
Reynolds number equal to Ο β α % ρ / μ (dimensionless). 

where D2 — inside diameter of ampoule 
Di = outside diameter of susceptor 
Ub — bulk average velocity of fluid 
p = density of fluid 
μ = viscosity of fluid 

(b) Single flat plate of length L, with parallel flow of fluid medium 
extending to infinite distance perpendicularly. This is applicable only in the 
entrance region; the Reynolds number for this case = Lu^/μ = LG/μ where 
G = uhp = mass velocity of fluid. 

(c) Two parallel flat plates of infinite width and finite length L. Reynolds 
number = Lu^o/μ = LG/μ. 
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35. DiTTMAN Epitaxial Deposition of Silicon 465 

None of these is exact for the barrel reactor, but the approximation should 
be close. Figures 2 and 3 show flow cross sections and equivalent radii of the 
ampoule-susceptor combinations used here. 

Control and Measurement. Gas flow was measured and controlled by 
Rotameters, valves, and tubing. Gas flow could be established at any steady-
state flow rate using pure H 2 only; then, at a known time, using a quick-
operating three-way valve, the reactant streams (pure H 2 , H 2 containing SiH 4 , 
and H 2 containing AsH 3 ) could be turned on or off and the stopwatch started 
or stopped simultaneously, without disturbing the established velocity and 
temperature pattern. 

10.0 

2.0 

I 

Ο I 570 TO 2 313 

Δ 2 331 TO 2424 

• 2 4 2 5 TO 2485 

1.0 2.0 3.0 
DISTANCE FROM TOP OF SUSCEPTOR (inches) 

Figure 2. Barrel reactor, runs 1570-2485, cross sectional area for 
gas flow 

2.0 

1 

RUN NUMBERS 

Ο 1570 TO 2313 

Δ 2331 TO 2424 

• 2425 TO 2485 

J -
1.0 2.0 3.0 

SUSCEPTOR LENGTH ( inches) 
(MEASURED VERTICALLY FROM TOP) 

4.0 

Figure 3. Barrel reactor, runs 1570-2485, equivalent radii of 
susceptors 
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466 CHEMICAL REACTION ENGINEERING II 

Si thickness was measured by the Talysurf method and by interference 
fringes since both wafers and deposits are transparent. Arsenic concentration 
is measured by measuring point-probe resistivity and then using a correlation 
between resistivity and As concentration. 

Operating Problems. The tubing, valves, and flowmeters, after assembly, 
were pressurized with H 2 to 25 psig and held overnight to check for leaks. 
Leaks were located with an electronic detector. A more sensitive method was 
the helium leak detector (mass spectrographic type). The ultimate test was 
poor quality in the deposited Si films; this was particularly helpful in finding 
leaks in connections to the quartz ampoule, which could not be pressure tested. 

Safety Hazards. Hydrogen, silane, and arsine are highly reactive with 
oxygen; thorough preliminary purging of the system with nitrogen is essential. 
Spent process gas must be vented safely, preferably to an oxidizing process to 
convert the components to harmless forms. The acute local toxic hazard rating 
of silane for skin irritation, ingestion, or inhalation is High, according to Ν. I. 
Sax ("Dangerous Properties of Industrial Materials," 3rd ed., Reinhold). The 
acute local, acute systemic, and chronic systemic toxic hazard ratings for arsine 
by inhalation are all High. A rating of High means: "May cause death or per
manent injury after very short exposure to small quantities." 

Results 

Thickness and Resistivity. Fractional standard deviations of thickness and 
resistivity of As-doped silicon epitaxial layers are listed for each set of conditions 
in Table I. 

Table I. Data for As-Doped Silicon Epitaxial Layers 

Total runs 43 
Total gas flow rates, ml/min at 20°C, 1 atm 15,530 to 42,225 
Deposited silicon film thickness, microns 0.8395 to 1.3428 
Standard deviations of silicon film thickness, microns 0.0141 to 0.1530 
Film resistivities, ohm-cm 0.069 to 235.0 
Standard deviations of film resistivities, ohm-cm 0.0074 to 182.0 

S i H 4 and A s H 3 . Using data from the vaporization of napthalene to air 
under steady laminar flow parallel to the axis of a cylinder, Christian and 
Kezios (I) obtained the following mass transfer solutions: 

Local Coefficient: 

Local Sherwood number = (Sh), = ^ = 0.339 ( — ) (1) 
DAB V μ / LPDABJ 

where kp° — local mass transfer coefficient at any distance χ downstream from lead
ing edge of mass transfer surface, cc/cm2, sec, or cm/sec (with bulk 
flow in direction of diffusion negligible) 

χ — distance; varies from 0 to L, cm. 
DAB = diffusivity of A in non-diffusing gas B , cm2/sec 
G = mean mass velocity of gas, gm/sec, cm2 

μ — gas viscosity, gm-cm/sec 
p = mass density of gas mixture gm/cc 

The mean mass transfer coefficient for their whole cylinder, and the corre
sponding Sherwood number, are given by Christian and Kezios as: 

Overall Mean Mass Transfer Coefficient 
V l / 2 

(Sh)m - - 0.678 (ffl I ~ — I (2) 
Γ μ T / 3 

LPDABJ 
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35. DiTTMAN Epitaxial Deposition of Silicon 467 

This equation is obtained by integrating kp(b) (dx)/bL from 0 to L, 
where b is the width of the mass transfer surface and k°p is obtained from 
Equation 1. Details are given in Reference 2, p. 476. 

Let μ A = the viscosity of pure silane and pA = the density of pure silane. 
Now, in Equation 2, let k°pm = KmpgtM/pA. Then multiply both sides by 
( ^ A / P A ^ A B ) 2 7 3 and divide both sides by L G . The result is the Chilton-Colburn 
(3) equation for mass transfer along a plane surface of length L. 

^(^"-""(τΓ-'· 
In Equation 3, 

JO = mass transfer or diffusion factor 
= friction factor X 1/2 

Km = mass transfer coefficient in gram-moles/cm2, sec, atm 
pgi = mean partial pressure of inert gas, atm ( = 1 atm in this work) 
M — molecular weight of diffusing gas, gram/gram-mole 

Subscripts may be removed within a given dimension group. Viscosities 
of Si and S i H 4 are assumed to be equal. 

I.OOr 1 

Figure 4. Correlation of overall mass transfer data for 
SOS process, barrel reactor, runs 1570-2485 

From our silane mass transfer data, values of ; D are plotted vs. LG/μ in 
Figure 4. Our resulting equation is 

jO = 0.73 (LG/μ)-"* (4) 

while the data of Christian and Kezios for the cylinder are represented by: 

j D = 0.678 (LG/μ)-1''2 (5) 

Both of these equations are plotted in Figure 4. 
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468 CHEMICAL REACTION ENGINEERING II 

Since our coefficient in the overall mass transfer equation is 0.73, we may 
assume that our local mass transfer coefficient is given by 

( M / P D A B ) 2 / 3 = 0.365 (xG/ M ) - i /» (6) 

Apparent mass transfer coefficients for the deposition of arsenic, calculated 
from known inlet concentrations of A s H 3 and the deposited As concentrations 
based on film resistivity, are many orders of magnitude smaller than expected. 
This is attributed to the high vapor pressure of As at 1000°C (see later text). 
Until we have sensitive methods for analyzing the outlet gas for As 4 and A s H 3 

or until we have activity coefficients for As in the epitaxial layer, the proper 
inlet concentration of A s H 3 to achieve a desired resistivity must be based on 
experience. The activity coefficient of As in Si is estimated below. 

Table II. Entrance Lengths in Barrel Reactor 

Total Gas Flow Rate 

cc/min lb/hr,ft2 

42,200 9.17 
15,600 3.69 

Entrance Length 

Κ & Ε Method Langhaar Method 
inches inches 

13.3 3.32 
4.19 1.31 

Barrel Reactor. Calculations of momentum boundary layer thickness were 
originally made using a correlation presented by Schlichting (4) for flow be
tween parallel plates. Calculations by that method showed that the momentum 
boundary layers expanded to fill the flow cross section within 0.1 to 0.2 inch 
downstream from the top of the susceptor (total length 3 to 3.5 inches). The 
Blasius solution (Ref. 2, p. 113) gave similar results. These results seemed 
incompatible with the experimental fact that the mass transfer coefficient in the 
barrel reactor is a function of overall susceptor length L. Prandtl and Schmidt 
numbers are close to unity, so that momentum, heat, and mass transfer entrance 
lengths should be similar. Therefore other sources supported by experimental 
data were sought. 

Table III. Vapor Pressure vs. Temperature for Si and As (7) 
Equilibrium Vapor Pressures, mm Hg 

Temp., °C Si(s) τ± Si(v) As(s) <=± As*(v) 

200 8.5 Χ 10"Δ 

300 1.0 Χ 10"1 

400 3.1 X 10° 
500 5.4 X 10L 

600 6.2 Χ 102 

700 4.0 Χ 103 

800 1.0 Χ 10"8 2.2 Χ 104 

900 3.5 Χ 10"7 1.0 Χ 105 

1000 8.5 Χ ΙΟ" 6 4.1 Χ 10* 

Two methods were found in the literature, one by Kreith and Eisenstadt 
(5) and the other by Langhaar (6). Results are in Table II. Thus, in the 
barrel reactor the entrance region probably extends the full length of the sus
ceptor. This result is consistent with the work of Mickley et al. (summarized 
in Ref. 2, p. 539). When Prandtl and Schmidt numbers are close to unity 
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35. DiTTMAN Epitaxial Deposition of Silicon 469 

(as in this work), the velocity, temperature, and concentration profiles in 
laminar entrance regions cannot be very different from each other. 

Chemical Kinetics 

According to Nesmeyanov (7), solid silicon vaporizes as the monomer, 
Si, while solid arsenic vaporizes as As 4 . These facts agree with the formulas 
used in the reaction equilibrium constants (see Table III). 

Reaction Equilibria. The reactions involved in the chemical vapor deposi
tion work here are : 

SiH4(v) <=± 2H2(v) + Si(s) (7) 

AsH3(v) τ± 3/2 H2(v) + 1/4 As4(s) (8) 

while the reactions for which reaction equilibrium constants are available are 
slightly different: 

Si(v) + 2H2(v) τ± SiH4(v) (9) 

1/4 (As4)(v) + 3/2 H2(v) <=* AsH,(v) (10) 

Values of Kp for the silane Reaction 9 (from Ref. 8) and for the arsine 
Reaction 10 (calculated from an equation furnished by Kirwan (8)) are com
pared in Table IV. A plot of K p vs. temperature for S i H 4 - H 2 is shown in Fig
ure 5. 

Table IV. Reaction Equilibria for SiH 4 -Si and A s H 3 - A s 4 Reactions 

hg\Q K p logio K p 

where: 
Temverature Κ = ? 8 i H 4 ( v ) κ = P A s H 3 ( v ) 

emperature K p - ^ [ p ^ _ 2 K p d ^ [ p ^ ] m °C °K (p in atm) (p in atm) 

20 293 -9.77 -27.53 
100 373 -8.61 -22.24 
300 573 -7.17 -15.50 
500 773 - 6.61 -12.28 
700 973 -6.34 -10.39 
900 1173 -6.13 - 9.12 

1000 1273 -6.07 - 8.64 

Since the gas phase in our experiments was over 99 vol % H 2 at 1 atm 
total pressure, it is evident that in the above equilibrium constants 

Ipm)2 [pmF2 ^ 1.00 

Also, Psi(V) and PAS4(V) cannot exceed the corresponding vapor pressures 
of Si and As 4 ; excess Si and As 4 in the vapor phase would result in nucleation 
of the solids. This is much more likely to happen for Si than As because of 
their widely different vapor pressures and different concentrations. 

Therefore, between 20° and 1000°C, the equilibrium concentrations of 
S i H 4 and A s H 3 are extremely small. Both compounds must be considered 
unstable or metastable over that temperature range, requiring only energies of 
activation to decompose quantitatively. 
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470 CHEMICAL REACTION ENGINEERING II 

At 1000°C, 1 atm, for the system S i - S i H 4 - H 2 , 

logio Kp » - 6.07 = 3.93 - 10 

Kp = 9.68 Χ (ΙΟ"7) = 
(psi)v X 1.00 (11) 

But 

(psi)v < (psi)v* = equilibrium vapor pressure at 1000°C 
= 8.50 X 10~6 atm. 

Therefore, at equilibrium, 

(psiH 4)v < 9.68 Χ (ΙΟ"7) X 8.50 Χ (10"6) 80 X 10"13 atm. 

Eversteijn (9, 10) observed gas-phase nucleation of Si from S i H 4 in H 2 

at 1 atm only when Τ > 1050°C and C S i H 4 > 0.12 to 0.14 vol % . This was 
confirmed in our work; in fact, silicon smoke was created at that temperature 
purposely to permit the study of flow patterns in the barrel reactor. (We 
observed smooth laminar flow with an absence of turbulence or thermal con
vection.) Our Reynolds numbers (LG/μ) were 25 to 70. 

400 600 800 
TEMPERATURE, ( ° C ) 

1000 

Figure 5. Equilibrium constant for reaction of silicon (g) and 
H2 vs. temperature 

Thus, even though S i H 4 is unstable or metastable from 20° to 1000°C 
and beyond, the required activation energy for gas-phase decomposition of 
S i H 4 is not furnished unless Eversteijn's above-mentioned threshold conditions 
are equaled or exceeded. It appears that below those conditions silane decom
poses only at the hot surface, which serves as a catalyst. Vapor-phase nuclea
tion of As 4(s) has not been observed in our work. At these very low concen
trations the solid could be present but undetectable in the gas phase. 

Overall Reaction Mechanism. Since the reaction 

SiH4(v) -> 2H2(v) + Si(s) (12) 

takes place and goes to completion at the hot surface only (see above), the 
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35. DiTTMAN Epitaxial Deposition of Silicon 471 

rate of reaction of component A (SiH 4 here) at the hot surface must equal 
the observed rate of mass transfer: 

(Flow rates = Chemical = Mass transfer 
(in minus out) reaction rate 

rate 

Combination 
of chemical 
mass-transfer 
rates 

(13) 

(NA) OIX = j (CAI C A2)m = fc'RA ( C A s ) m = + kG (C Ab — C A s ) m = & 0 ν [ ( ? Α Ι > ) π - 0 

(14) 

where (ΝΑ)<Λ8 = observed deposition rate of A—i.e., silicon. 
= moles of A transported to hot surface and converted, per unit area 

and unit time. 
total gas flow rate, moles/unit time 
inlet concentration of A in total gas flow 
outlet concentration of A in total gas flow 
area of hot surface 
surface reaction rate constant, moles/time, area, unit concentration 
surface reaction rate constant based on partial pressures 
concentration of A, moles per unit volume, in gas layer adjacent to 
surface (A may be SiH* or AsHe) 
gas-phase mass transfer coefficient of A, moles/time, area, unit 
concentration = k°gm in Equation 2 

average bulk concentration = A 1 ~t—— 

M 
CAI 
C A2 

S 
k'RA 

fc'pA 

C AS 

ko A 

C A b m 

Since 

(or) 

(C Ab) m — 0 = ( C A b ) r C AS - f C A s (concentrations in mole 
fractions) 

( p A b ) - 0 = [ ( p A b ) m - (ΡΑβ)] + (PAe) (partial pressures, atm) 

(NA) 
kov 

(NA) N_A_ 
ko k f R A 

(15) 

If /C'RA = oo at 100O°C vs. kG, then kov = kG. 

Since our mass transfer data correlation is close to the results of others for 
similar processes, and since we assumed a partial pressure of S i H 4 = 0 at the 
hot surface, the following conclusions may be drawn: 

(a) /c'R A co for decomposition of S i H 4 at 1000°C when catalyzed by 
a solid surface 

(b) the vapor pressure of Si at 1000°C (see Table III) is too low for 
revaporization to cause any appreciable loss. Therefore the overall Si deposi
tion date = NA = kGACAbm. 
For the reaction 

AsH 3 H 2 + As(s) (17) 

the situation is somewhat different. There is an opposite process—viz., vapori
zation of solid As at the hot surface: 

4 As(s) As4(v) (18) 

The net observed deposition rate of As (s), in gram-moles/hr, cm 2 or 
similar units is the difference between the rates of these two opposite mass 
transfer processes. 

ΝA = ko A l(CAb)m - CAS] " 4/cG A' [CAB' - (CAbOml (19) 
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472 CHEMICAL REACTION ENGINEERING II 

If the mass transfer coefficients for A s H 3 and As 4 in H 2 gas are the same 
(both equal to kA), the net deposition rate of As is 

Ν A = kA {[(CAb)m - CAB] - 4[CA S' - (CAbOmll (20) 

where C A s is that concentration of A s H 3 in the vapor phase at the surface in 
chemical equilibrium with the actual partial pressure of As 4 (component A') . 
Let (C/p) be the unit conversion term from atmospheres to mole fraction. 
C/p = 1.00 when total pressure = 1 atm. Therefore, for arsenic 

Ν A = kA{[pAb)m - PAB] - 4[/?A8/ - (pAb')m]} (21) 

P' A s is not the vapor pressure of pure arsenic at the hot surface; it is the 
partial pressure of (As) 4 vapor over a solid phase consisting of Si plus a very 
small concentration of solid As. At the hot surface, the partial pressure of 
arsenic vapor must be 

p As' = OLA'XAPA* (22) 

where α A' = activity coefficient of As in solid phase 
XA = mole fraction of As in solid phase 
P A * — vapor pressure of pure arsenic at 1000°C. 

Activity Coefficient of As. To estimate the activity of As in a tetrahedral 
lattice of Si, the following assumptions were made: 

(a) Mass transfer coefficients for S i H 4 , A s H 3 , and As (or As 4) vapor in 
hydrogen are all identical. 

(b) A s H 3 diffusing toward hot surface decomposes almost completely to 
As 4 and H 2 (see previous equilibrium constant). 

(c) As 4 vaporizes from the hot surface in accordance with its vapor pres
sure at 1000°C and its concentration in the solid. 

Several data are known accurately: (i) total inlet gas rate, (ii) concen
tration of A s H 3 in inlet gas, (ui) concentration of As in solid Si, (iv) vapor 
pressure of pure As at 1000°C. 

Based on (b), (c), (i), (ii), and (iii), we can calculate the mean partial 
pressure of As 4 in the outlet gas. We can then calculate (P A s 4)s, t n e partial 
pressure of As 4 vapor at the hot surface, from the known values of mass 
transfer rate and mass transfer coefficient. Defining the activity coefficient as: 

ΪΑ84 = /P^V^V (23) 
\*AB*)S A A s 

where (PASOS* = vapor pressure of pure arsenic at 1000°C. 
s = 0.539 X 103 atm. 

XAS = mole fraction As in epitaxial silicon layer. 
For a typical experimental run, X A 8 = 0.929 Χ 10"7, and (P A s 4 )s = ° - 5 0 2 

X 10~9 atm. Therefore, y A s 4 = 1 Χ 10"5. This very low activity coefficient is 
additional evidence of the stability and bond strength of the epitaxial As-Si 
structure. 
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Influence of the Wall on the Dynamic 
Behavior of Homogeneous Tubular Reactors 
with a Highly Exothermic Reaction 
GERHART EIGENBERGER1 

Institut fuer Systemdynamik und Regelungstechnik, 
Universitaet Stuttgart, West Germany 

The influence of the tube wall on the behavior of tubular reactors 
with a highly exothermic reaction was studied. The effect of heat 
accumulation in the wall has a considerable influence upon the 
transient behavior of the reactor. Because of this influence excess 
temperatures can occur if the feed temperature is lowered or the 
flow velocity is raised. For a gas phase reaction the transient 
behavior is determined almost completely by the heat capacity of 
the wall. An example of multiple steady states caused by axial 
heat conduction in the wall is given, and the influence of heat 
conduction in the wall is compared with that in the reaction 
mixture. 

Homogeneous tubular reactors are usually described in terms of a plug flow 
or diffusion model. The temperature of the reactor wall is assumed 

constant with time of operation. However, only the coolant temperature can be 
held constant while the wall temperature will be between that of the coolant and 
the reaction mixture. Thus, the wall temperature is influenced by changes in 
the reaction temperature, and the wall temperature in turn influences the 
behavior of the reaction. This wall influence is studied below. A highly exo
thermic first-order reaction (A -» products) is considered. The simple reaction 
mechanism does not restrict the general validity of the results since the impor
tant dynamic effects are the result of exothermic acceleration of the reaction. 

Tubular Reactor with Liquid Phase Reaction 

Homogeneous liquid phase reactions in tubular reactors are often de
scribed by the plug flow model, Equations 1-3: 

dc dc /1N 

S + * S - -«»T> ( i ) 

dT dT 2ai (-AHR) 
_|_ t> —— = (i\v - i ) H — ; ric,T) (2) dt dz rip cp ρ cp 

with r ( c,T) = k0 c e~E'RT (3) 

1 Present address: Department of Chemical Engineering, Northwestern Univer
sity, Evanston, 111. 60201. 
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478 CHEMICAL REACTION ENGINEERING II 

Table I. Constants of the Liquid Phase Reaction 
Reaction: frequency factor, kD = 1013 liters/sec 

activation energy, È = 22000 kcal/kmole 
reaction enthalpy, (~AHR) = 76000 kcal/kmole 
feed concentration, c 0 = 1.2 kmoles/m3 

Reactor: length, I = 10 m 
inner tube radius, η = 0.01 m 
outer tube radius, r 2 = 0.02 m 
flow velocity, ν = 0.4 m/sec 
heat capacity: 

of reaction mixture, g cp = 1000 kcal/m3 grad 
of the reactor wall, p w c w = 864 kcal/m3 grad 

heat transfer coefficient 
fluid-wall, <*i = 2000 kcal/m2 hr grad 
wall-coolant, a 2 = 1000 kcal/m2 hr grad 

coolant temperature, Tc = 50°C 

To account for the wall influence, an energy balance for the wall must be added. 
Consider the radial mean temperature of the wall. If the axial heat conduction 
in the wall is neglected, the wall has only a cumulative effect, and its energy 
balance is: 

Β-ττ Ψτ1—ΪΪ < Τ " T W > + Ψτ1—* (Γο - T w ) (4) 
dt p w c w (r2

2 — ri2) p w C w W — η 2 ) 
with initial and boundary conditions: 

c (o,z) = Cs (z); T(o,z) = T.(z); 7\-(o,z) = TW8(z) 
c(t,o) = Co) T(t,o) = T0 (5) 

The values of the constants in Equation 1-4 are given in Table I. 
Figure 1 shows the transient of the system caused by a step increase in 

feed temperature (time t as parameter). The front of the disturbance moves 
with flow velocity υ through the reactor. For a plug flow reactor without wall 
influence, temperature and concentration would jump from their old steady-state 
value to the new one, and the transient would be finished within one residence 
time. However, since the heat transfer to the wall is limited, establishment of 
the new steady state is delayed. Here the transient takes more than two 
residence times. 

A step decrease of feed temperature shows an unexpected result. As 
shown in Figure 2, a decrease in feed temperature temporarily increases the 
maximum temperature. Similar behavior is observed if the flow velocity is 
suddenly increased (Figure 3). The reverse behavior occurs if the flow velocity 
is lowered (Figure 4). This phenomenon is caused by the heat capacity of the 
wall. If the temperature maximum is moved downstream by a sudden change 
of operating conditions, the wall will first retain its high temperature where the 
former maximum was located (see e.g., Figure 3, t = 5 sec). To remove 
this surplus heat, heat fluxes from the wall to the reaction mixture. If the 
temperature maximum moves upstream, the wall at the front of the reactor 
must be heated. The required amount of heat will be taken from the reaction 
mixture so that the maximum temperature during this transient is lower than 
its steady-state value. 

This phenomenon can be observed experimentally (I). The upper part 
of Figure 5 shows measured temperatures at different locations in a 10-m long 
tubular reactor. Temperature profiles at discrete times are shown in the lower 
section. The reaction is the homogeneous liquid phase oxidation of ethanol 
with the overall stoichiometry: 
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36. EIGENBERGER Reactor Wall Influence 479 

Tt°C3 

Figure 1. Transient profiles of the liquid phase reactor upon a step 
increase in feed temperature 

Fe(III) 
C 2 H 5 O H + 2H 2 0 2 > CEUCOOH + 3H 20 

Figure 5 shows the transient temperatures measured when flow velocity was 
doubled (flow velocity was increased rampwise over 8 sec). 

This effect has a counterpart in the behavior of creeping profiles in fixed 
bed reactors. Wicke et al. (2, 3, 4) showed that the maximum temperature of 
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480 CHEMICAL REACTION ENGINEERING II 

a creeping profile lies beyond or below its steady-state value, depending on the 
direction of the creeping velocity. The maximum temperature varies for reasons 
similar to those above, and the fixed bed can provide an even higher heat 
capacity than the reactor wall. 

So far the effect of axial heat conduction in the reactor wall has been 
neglected. This is permissible since the convective heat flow is much higher 

Z Cm] 

Figure 2. Transient profiles of the liquid phase reactor upon a 
step decrease in feed temperature 
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iTJwPC] 
1 6 0 1 — 

0 2 4 6 8 ζ QT| 10 

Figure 3. Transient profiles of the liquid 
phase reactor upon a step increase in the 

flow velocity 

tlTw[°c] 

8 zOrQ 10 

Figure 4. Transient profiles of the liquid 
phase reactor upon a step decrease in the 

flow velocity 

than the heat conduction in the wall because of the high heat capacity of the 
liquid reaction mixture. For a gaseous reaction mixture this is not necessarily 
the case. 

Tubular Reactor with Gas Phase Reaction 

Because a gaseous reaction mixture is compressible, it is useful to consider 
a mass-dependent concentration measure. Using the weight fraction g instead 
of the molar concentration c, Equations 1-3 yield: 

dT dT 
dt + v dz 

dt ^ dz 

<xi 2 

-r " ( g . T ) (6) 

(Tw — T) + V M r r*("r> ( 7 ) pcp ri M A cp 

r*(0,T) = kœ gA€-E'RT (8) 

Now the influence of axial heat conduction in the reactor wall will be included 
in the wall heat balance. Therefore Equation 4 must be extended by a heat 
conduction term. 
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482 CHEMICAL REACTION ENGINEERING II 

dTw 

dt 
2αι rx 

p w c w (r2
2 ri2) 

(Γ - T w ) + 

Xw θ 27\ 

2a 2 r 2 

P w C w (r2
2 — ri 2) 

(Tc - T w ) + 

P w C w d Z 2 

with new boundary conditions: 

g (ο,Ο = </<>; Τ (ο,Ο - Γ . ; - ^ («.ο = -^f | <Μ> = 0 

(9) 

(10) 

If one assumes constant pressure over the length of the reactor, only the fol
lowing continuity equation must be added to the above model: 

dp 
dt 

d(gv) 
dz 

{ dv dp I 
(11) 

Figure 5. Measured transient temperatures of 
a laboratory reactor after doubling the flow 
velocity. Upper part: measured temperatures 
at different axial positions; lower part: transient 

profiles. 

It is further assumed that the density rapidly establishes its quasi-steady-
state value. With dp/dt = 0, Equation 11 can be integrated, leading to the 
criterion for constant mass flux: 

ç>(z,t) V(ITT) = p0#o = constant (12) 

These assumptions are justified later. 
If the reaction: A -> nB, takes place in a mixture of ideal gases, density 

can be derived by: 
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P(«,0 = Ρ » ^ | - Α -, « r (13) 
(2'" M ° {*<«,«) + n(ga - g(z,l)) + - g„f 

p and t) are now functions of T(z,t) and g(z,i), and the coefficients of the 
model equations are no longer constants. The behavior of the above model is 
discussed below. Values for the parameters are in Table II. 

Table II. Constants for the Gas Phase Reaction 
Reaction: A —* η Β 

frequency factor, koo = 1.6 X 1014 1/sec 
activation energy, Ε = 55000 kcal/kmole 
reaction enthalpy, ( — ΔΗη) = 15,000 kcal/kmole 
molecular weight of A , M A — 65 kg/kmole 
decomposition No, η = 2 

Reactor: length, I — 10 m 
inner tube radius, η = 0.025 m 
outer tube radius, r 2 = 0.035 m 
heat capacity: 

of the fluid, cp — 0.3 kcal/kg grad 
of the wall, ρ wc v = 864 kcal/m3 grad 

heat transfer coefficient: 
fluid-wall, ak = 75 kcal/m2 hr grad 
wall-coolant, a2 = 10 kcal/m2 hr grad 

coolant temperature, Tc = 100°C 
axial heat conductivity: 

in the wall, λ w = 30 kcal/m hr grad 
in the fluid, λ = 0.05 kcal/m hr grad 

Feed: weight fraction of A, g0 = 0.5 kg A/kg 
density, pQ = 10 kg/m3 

mean molecular weight, M0 = 40 kg/kmole 
flow velocity, vQ =2.0 m/sec 
temperature, T0 = 520°C 

Figure 6 shows the steady-state profiles of the adiabatic reactor for the 
complete model (Equations 6-10, 12, 13) and for a reduced model (p(z) = 
p 0, v(z) = v0, λ λ ν = 0). The differences are not large. Figures 7 and 8 show 
the dynamics of the reactor as feed temperature and flow velocity change. The 
effect of excess maximum temperatures, caused by feed temperature decrease 
or flow velocity increase, is even more pronounced than for a liquid reaction, 
and the transient lasts longer. It consists of two periods. During the first which 
takes one residence time the disturbance spreads over the whole reactor length. 
Because of the high heat capacity of the wall (vs. the reaction mixture) the wall 
temperature does not change. The second period lasts several orders of magni
tude longer. It is determined by the change in wall temperature while all the 
other variables are in quasi-steady state. This fact justifies the assumptions of 
quasi-steady density and constant pressure. Schuchmann (5) showed that 
dynamic changes in density and pressure in a gas phase reactor usually fade 
within fractions of the residence time, so they can influence only the short, first 
period. However, under certain conditions self-excited pressure and density 
oscillations can occur, causing the reactor to behave as an acoustic generator 
(6). These effects are not covered in our model. 

Influence of Axial Heat Conduction 
Comparisons of the calculations with and without a heat conduction term 

show that the influence of axial heat conduction is not very significant in the 
above examples (v > 1 m/sec). However, axial heat conduction provides a 
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484 CHEMICAL REACTION ENGINEERING II 

feedback mechanism which can cause instabilities and multiple steady states. 
This problem, first considered by van Heerden (7) has often been discussed, 
but the discussions have always been based on the diffusion model (without 
wall influence). Figure 9 shows that multiple steady states can also arise be
cause of the back conduction of heat in the reactor wall. Note the temperature 
profiles of an upper and a lower stable steady state. The unstable state be
tween the two stable states has not been calculated. Compared with the above 
examples the flow velocity in the area of multiple steady states was much 
smaller, and even with ν = 0.1 m/sec the hysteresis in feed temperature be
tween ignition and extinction was only a few tenths of a °C. 

Τ 

0 2 U 6 8 - 10 
ζ [m] 

Figure 6. Steady-state profiles of the adiabatic gas phase reactor, 
(a) Complete model, (b) reduced model (p(z) = p0, v(z) = v0, Xw = 0). 
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300-i , , , , 1 
0 2 A 6 8 — 10 

ζ [m] 

Figure 7. Transient profiles of the non-adiabatic gas phase reactor 
upon step changes in feed temperature 

The distinct temperature peak in the ignited profile 2 is caused by the back 
conduction of heat into the main reaction zone. Thus, in addition to the heat 
of reaction released the fluid is heated by conductive heat backflow. In Figures 
6 and 8 the peak is much smaller becauses of the larger influence of convective 
heat transport. (A similar temperature peak can also occur in calculating the 
diffusion model if D e f f < A e f f /pc p . ) 

To decide whether the influence of the back conduction of heat in re
actor wall or mixture is the major cause of multiple steady states, the follow
ing estimate is given. Only an adiabatic reactor is considered. The backward 
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486 CHEMICAL REACTION ENGINEERING II 

conducted heat Q in the lower steady state is decisive for the reaction ignition 
(and thus for the occurrence of multiple steady states). One portion of Q is the 
heat conducted back in the wall: 

Qw = (r2
2 - ri 2) % X w ^ 7 

Since the wall is isolated adiabatically and the wall temperature in the front 
of the reactor is almost equal to the fluid temperature (Figure 9), all Q w is 
transferred to the reaction mixture. The second portion of Q is the heat con
ducted back in the reaction mixture: 

MR = ? V X Ae f f 

w 
C°C] 

900 

800 

700 

600i 

500 

ζ Cm] 

T0 = 488 °C , ν L+l m/5 

8 — 10 
ζ Cm] 

Figure 8. Transient profiles of adiabatic gas phase reactor upon 
step changes in flow velocity 

Profile 1 in Figure 9 shows a steady state immediately before reaction ignition. 
T w and Τ coincide almost over the whole length of the reactor. As an approxi
mation assume dTw/dz ~ dT/dz. Then only the ratio Q W / Ç R = (r 2

2 — f*i 2 ) A w/ 
f i 2 A e f f n a s to be considered to decide whether the influence of the wall heat 
conduction or the influence of the heat conduction in the reaction mixture is 
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ζ Cm] 

Figure 9. Temperature profiles of an upper and a lower stable 
steady state caused by heat conduction in the wall 

dominant. First, however, the concept of effective heat conduction in empty 
tubular reactors must be discussed. The effective heat conduction is the sum 
of the molecular heat conduction and the contributions from Taylor diffusion 
and eddy diffusion. The molecular heat conduction provides a feedback mecha
nism in a temperature ascent, but it is usually very small compared with other 
contributions. However, neither the contributions from Taylor diffusion nor 
those from eddy diffusion are real feedbacks since they account only for the 
spread in residence time distribution caused by non-plug flow. (There is no 
continuous backstream of fluid particles but only a retardation in forward 
movement.) Therefore, the values for effective heat conduction and effective 
diffusion should be reduced to those molecular effects if the diffusional model 
is used with a highly exothermic reaction in an empty tubular reactor. Other
wise the model will predict too high a backflow of heat. 

Therefore in the ratio of the conductive heat flow in wall and fluid, only 
the molecular heat conductivity λ is considered for the fluid. Using the values 
in Table II, the conductive heat flux in the wall exceeds the conductive heat 
flux in the fluid about 500 times. It can be assumed that in all cases where 
axial heat conduction can influence homogeneous tubular reactors, the amount 
of heat conduction in the wall may be significant. 

Conclusions 
Heat accumulation in the wall influences the dynamic behavior of a homo

geneous tubular reactor with a highly exothermic reaction. The possibility of 
excess temperatures caused by decreased feed temperature or increased flow 
velocity can be important for operating and controlling such reactors. In case 
of an emergency shut off, a decrease of the feed temperature or an increase of 
the flow velocity to blow out the reaction should be avoided. An increase in the 
cooling rate and a decrease of feed concentrations seems is advised instead. 
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488 CHEMICAL REACTION ENGINEERING II 

A very large stepwise decrease in feed temperature or increase in flow 
velocity leads to an immediate extinction of the reaction (e.g., in Figure 8 the 
flow velocity has to be raised above 15 m/sec). However, the danger of addi
tional excess temperatures still exists since large changes in operating conditions 
usually cannot be realized stepwise. 

The influence of axial heat conduction is small and is negligible in liquid 
phase reactions. In gas phase reactions backward heat conduction in the wall 
can lead to multiple steady states if the flow rate is very low. The amount of 
backward conducted heat in the wall can be considerably higher than the back-
flow of heat from conduction in the reaction mixture. 

Nomenclature 
c molar concentration of reacting component A 
cp specific heat of reaction mixture 
c w specific heat of reactor wall 
g mass fraction of reacting component A 
k0 frequency factor of liquid phase reaction 
kx frequency factor of gas phase reaction 
I reactor length 
η decomposition number (A -> η Β) 
r reaction rate of liquid phase reaction, kmoles/m3/sec 
r* reaction rate of gas phase reaction, 1 /sec 
rx inner tube radius 
r 2 outer tube radius 
t time coordinate 
υ flow velocity 
ζ space coordinate 
Ε activation energy 
M A molecular weight of component A 
M 0 mean molecular weight of feed 
R gas constant 
Τ reaction temperature 
T w wall temperature 
T c coolant temperature 
ax heat transfer coefficient fluid-wall 
a 2 heat transfer coefficient coolant-wall 
AHR reaction enthalpy 
λ axial heat conductivity in the fluid 
A w axial heat conductivity in the wall 
ρ density of reaction mixture 
pw density of wall 

Subscripts 
s steady state 
ο reactor inlet 
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Dynamic Behavior of an Adiabatic Fixed-Bed 
Methanator 

H. VAN DOESBURG and W. A. DE JONG 

Laboratory of Chemical Technology, Delft University of Technology, 
Julianalaan 136, Delft, The Netherlands 

The hydrogenation of small amounts of CO and CO2 to methane 
—a purification step in hydrogen synthesis—is used as the test 
reaction to study the transient behavior of an adiabatic fixed-bed 
reactor containing Ni/Al2O3 catalyst. The response of a 0.5-liter 
methanator to step changes in inlet conditions was measured in 
the parameter space: 0.6-2.5 vol % CO or CO2 in hydrogen, 
180°-250°C inlet temperature, and space velocity 5.000-32.000 
hr-1. A quasi-homogeneous plug flow model was selected to com
pare the experimental results with calculations, integrating the 
partial differential equations with a finite difference approxima
tion containing the Crank-Nicholson algorithm. The results show 
that the model gives a good description of the measurements. 

Knowledge of the non-stationary behavior of chemical reactors is important 
to predict responses to changes in feed conditions, for control purposes, 

and so forth. Much progress has been made in this field during the last decade, 
particularly with catalytic fixed-bed reactors; detailed mathematical models 
have been developed and solved by computers. However, the results of such 
calculations are often not checked with experimental data, and it is not always 
clear whether the complex models developed by some authors are really re
quired in practical applications (1,2, 3). In the present work we have tried to 
use as simple a model as possible by: 

(a) Defining the problem by choosing a test reaction, limiting ourselves 
to heterogeneous solid/gas catalytic reactions. 

(b) Writing down the requisite model equations. 
(c) Performing experiments and calculations to establish which of the 

theoretically possible terms of the equations are significant. 
(d) Performing experiments in a pilot reactor to compare the results of 

our calculations with actual data. 

Selection of Model Reaction 

The model reaction should preferably have the following properties: 
( 1 ) The equation describing its chemical kinetics should apply to a wide 

temperature range. 

489 
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(2) A commercial catalyst with high activity and stability should be 
available. 

(3) Reactants should be gases of high purity and low price. 
(4) Consecutive or side reactions should not occur. 
(5) The heat of reaction must be large. 

Furthermore, the test reaction should be industrially important; the same should 
apply, if possible, to the dynamic behavior of the reactor. 

The above requirements are met by the methanation of carbon oxides, a 
step in the process for manufacturing hydrogen and ammonia synthesis gas 
by steam reforming or partial oxidation of hydrocarbons. The stoichiometric 
equations involved are: 

CO + 3H 2 -» C H 4 + H 2 0 ΔΗ°Τ = - 49.3 kcal/mole CO 

C 0 2 + 4H 2 -> C H 4 + 2H 20 άΗ°τ = - 39.4 kcal/mole C 0 2 

The dynamic behavior of a methanator can be important when, for ex
ample, the inlet concentration of C 0 2 increases suddenly because of misopera-
tion or failure of the C 0 2 absorber, a previous process step. When the con
centration of carbon dioxide in hydrogen increases by 1% (here concentration 
in % refers to vol % ) the adiabatic temperature rise increases by as much as 
56°C in seconds when the feed temperature exceeds 250°C. It is thus impor
tant to obtain a better knowledge of the response to such sudden changes in 
feed conditions. 

Model Development 

Method. The mathematical model for an adiabatic methanator was de
veloped according to the level scheme of Figure 1. This scheme is similar to 
those set up by Slin'ko (4), Matros et al. (5), and Beskov et al. (6). It can 
be used for stationary and dynamic reactor models. Each level is treated 
separately below. 

Level I Separate stages of chemical change 
adsorption/reaction/desorption 

Level II Transfer processes inside catalyst pellet Level II 
Heat 1 Mass 

Level III Transfer processes in a film layer Level III 
Heat 1 Mass 

Level IV Transfer processes in a layer of catalyst Level IV 

Heat 1 Mass 
Level V Interaction with the environment 

adiabatic | non-adiabatic 

Figure 1. Level scheme for model development 

Level I. We began this investigation by studying the kinetics of C O and 
C 0 2 hydrogénation at atmospheric pressure; the results are published else
where (7). Care was taken to exclude transport resistances in the kinetic 
measurements. The following equations describe the reaction rates with good 
precision in the concentration ranges 0.1-2.5% C O or C 0 2 in H 2 and at 1 7 0 ° -
210°C and 2 0 0 ° - 2 3 0 ° C for C O and C 0 2 , respectively: 
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37. VAN DOESBURG AND DE JONG Fixed-Bed Methanator 491 

2.09 X 105exp ( - 1 0 . 1 / β Γ ) P c o . . m 

r c o = (l+4.56X10-*exp (12A/RT) Pco)> ^lesc o/hr/gram (1) 

1.36 X 1012exp (-25.S/RT) P C 0 2 1 „ , , 0 * 
rC 0 2 - (i + i270 PCO2) moles/hr/gram (2) 

The equations were tested at temperatures up to 280°C and described 
the rates at those temperatures quite satisfactorily. Therefore, they were ap
plied throughout this work. 

Level II. Table I contains data on the supported nickel catalyst used 
which were required to establish whether heat and mass transport resistances 
occur inside the catalyst particles. These data allow the calculation of effec
tiveness factors under methanation conditions; we found that the effectiveness 
factor is invariably higher than 0.9 at reaction temperatures below 320°C. 
Thus, pore diffusion does not influence the overall rate. Furthermore, it was 
established using Anderson's criterion (8) that the particles are isothermal up 
to that temperature. 

Table I. Properties of Catalyst 

Girdler G-65 Catalyst 

composition : 25 wt % Ni on y — A1203 

crushed particles: dp = 0.42 — 0.60 mm 
particle density : 2750 kg/m3 

particle porosity : 0.46 
bed density : 1175 kg/m3 

bed porosity : 0.57 
Sbet : 42.4 mVgram 
S N i : 6.6 m2/gram 
average pore diameter: 25 A 

Level III. The formulas of Chu et al. (9) and Petrovic and Thodos (10) 
for mass transfer resistance and the graph of Nu vs. Re p given by Kunii and 
Smith (II) for heat transfer were applied to show that concentrations and 
temperatures in the two phases (gas and catalyst particles) do not differ sig
nificantly. The result for heat transfer was confirmed experimentally by placing 
a 0.5-mm thermocouple in a 5 X 5 mm catalyst pellet and another in the sur
rounding gas phase. A temperature difference could not be detected even at 
conditions known to give 100% carbon oxide conversion. This also confirms 
that the catalyst pellet is isothermal, as was concluded at Level II. Therefore, 
a quasi-homogeneous reactor model can be used to describe the methanator. 

Level IV. The questions to be answered at this level are (1) whether 
dispersion contributes to mass transport in the catalyst bed, and (2) whether 
conduction, radiation, and dispersion should be taken into account when 
considering heat transport in the reactor. 

In general, axial dispersion of mass and heat can be neglected whenever 
the bed is longer than 50 particle diameters (12); alternatively, the criterion 
of Marek and Hlavacek (13) can be applied: 

P e i ^ > 100 
dp 

Since L/dp = 600 and D/dp = 92 for the pilot reactor used in this work and 
because P e 1 ( m a s g ) = 0.5-2.0 (14, 15, 16) in the range of Re p values encoun
tered here (1.5-10), a plug flow description for mass transport applies. Fur-
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492 CHEMICAL REACTION ENGINEERING II 

thermore, results of Vortmeyer and Jahnel (17, 18) indicate that much higher 
reactor temperatures would be required for radiation to contribute significantly 
to heat flow in the catalyst bed. Radial heat transport can be neglected be
cause the methanator is adiabatic. To confirm the above calculations the 
axial heat conductivity was also determined experimentally because data for 
systems containing relatively good heat conductors like the N i / A l 2 0 3 methana-
tion catalyst and hydrogen could not be found in the literature. We applied 
the method of Yagi et al. (19), which was also used in recent work by Votruba 
et ah; the results show that axial heat conduction can be described quite well 
by Votrubas equation (-20) for Pe H and that it is not important in our 
methanator. 

Level V. In the heat balance of a non-stationary adiabatic reactor it is 
necessary to take into account the heat capacity of the reactor wall as well 
as that of the catalyst bed. The two contributions to the time-dependent heat 
capacity term in the enthalpy balance of our pilot reactor are of the same 
order of magnitude. If the heat losses to the surroundings and heat conduction 
along the reactor wall are small and heat transfer from the catalyst bed to the 
wall is fast compared with the temperature changes in the reactor, the tem
perature profile along the reactor wall is invariably almost the same as the axial 
profile in the bed. Under such conditions the wall can be considered as part 
of the quasi-homogeneous catalyst medium relative to the temperature. The 
experiments were designed to comply with the above requirements, generating 
temperature profiles in catalyst bed and reactor wall which change synchro
nously. 

Final Model Equations. Based on the above, the mass balance of a small 
volume element of the reactor can be written as: 

uS ^ dl eS^- dl = pbed Srdl dl dt 

This balance was applied to C O as well as C 0 2 ; the concentration of all the 
other components of the reaction mixture can be calculated directly from 
the carbon oxide concentrations and the reaction stoichiometry. The heat 
balance reads as follows: 

uctotCp^S ~ dl + ectotCPgS ^ dl + pbedCPcRtS ^ dl 

dT 
+ izdl (#2out — R2in) pwallC P w a l l — = — çhedSrAH° Tdl 

It can be modified to 

WCtotCpg ^ + Cpm ^ = - P b e d A F V (6) 

where CP stands for the heat capacity of the quasi-homogeneous system com
prising gas phase, catalyst bed, and reactor wall: 

Cpm — SCtotCpg + PbedC P c a t H ~ PwallCpw a l l (7) 

The equations are handled best in the dimensionless form—i.e., by substituting: 
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The final result is: 

( 8 ) 

_ exp {AÏCJT>) C C O i 

c o* (1 + ^ 3 C O ! X CC O !) V ; 

exp (AtJT') X C c 

(1 + A 3 e o X exp (AtJT) X Cco)> (ID 

A i = ~ p b c d < : ° L (12) 
U 

A * = re <13> 

A, = i T . C , , , (14) 

Al - re (15) 

— ~ PbedfeooAff° rCi nL 
WCtotCpgTin 

B * » <17> 

Table II. Data Used to Calculate Reactor Response 

^ o o CO 1.039 X 103 m3/kg/sec 
Ε a co 10.1 kcal/mole 
^oo c 0 2 = 6.76 X 109 m3/kg/sec 
EaC02 = 25.3 kcal/mole 

- 49.3 kcal/mole 
= - 39.4 kcal/mole 

Κ co2 28.5 m3/mole 
Kœco = 10.2 X 10"6 m3/mole 

= 12.4 kcal/mole 
L = 0.3 m 

2.3 10"2 m 
•Rout 2.7 10~2 m 
Pbed = 1175 kg/m 
6 0.57 — 

Pwall = 2900 kg/m3 

0.19 kcal/kg/oK 
= 7 ΙΟ"3 kcal/mole/°K 

Ctot 44.7 mole/m3 

^ P c a t 0.211 kcal/kgc a t/0K 
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Since the boundary conditions depend on the type of disturbance at the reactor 
inlet and the initial profiles of temperature and concentrations in the reactor, 
they are discussed together with the results. 

Solution Method. Because the Equations 8 and 9 are non-linear, an 
analytical solution is not possible, and a finite difference approximation was 
applied containing the Crank-Nicholson algorithm. The calculation requires 
expansion of the reaction rate equations in a Taylor series. The resulting set 
of linear equations can be solved easily by inversion of the linear band matrix, 
similar to the method for partial parabolic differential equations described by 
Valstar (21). The values of the physical and chemical parameters used in the 
calculations are given in Table II. The kinetic parameters were obtained by 
non-linear regression analysis of data obtained in a microreactor using Equations 
1 and 2. For further details we refer to our earlier paper (7). 

Experimental 

Equipment. The response of a 0.5-liter methanator to step changes in 
feed temperature and reactant concentration was studied with the equipment 
shown in Figure 3. Two gas dosage systems can be connected in turn to 
reactor 4 via valves 2. One of the feed gas streams enters the reactor by way 
of preheater 3 equipped with by-pass 7. The flow rate of the reactor product is 
measured with Rotameter 6, and the compositions of feed and product gases 
are analyzed by on-line gas chromatograph 9. 

The reactor (Figure 2) was insulated by a vacuum mantle and placed 
in a metal cylinder to protect it. At the outlet (bottom), glass and metal are 
connected by a Quick-Fit joint; at the top, glass and metal can expand inde
pendently. Twenty 0.5-mm thermocouples are inserted in the bed—viz., 16 
in the center and four near the wall as a check on the occurrence of radial 
temperature profiles. Since the previous discussion on model reduction has 
shown that the temperature of the catalyst particles is the same as that of the 
gas phase, it is immaterial whether the thermocouples are in contact with 
the catalyst or not. The thermocouples are connected to a 20-channel data 
logging system which can register a complete axial temperature profile on a 
tape puncher at certain intervals; the shortest possible interval is 3 sec. 

Materials. A commercial nickel on alumina catalyst, G-65 from Girdler 
Siidchemie (Munich, West Germany) was used; Table I contains the relevant 
data on this catalyst. Measurements of stationary temperature profiles indicated 
that the catalyst sample had a lower activity than the material with which 
the kinetic study (7) was done; it was possible to account for this by lowering 
the frequency factor by 20%. The fact that the second batch of catalyst is 
less active that the previous one was confirmed by kinetic measurements in a 
microreactor. The feed gases were commercially available, chemically pure; 
they were dried separately over molecular sieves, 3A. 

Procedures. The reactor is brought to a stationary state with the feed of 
one of the two dosage systems; the flow of the product gases is first measured 
with Rotameter 6 and then diverted to "vent" by switching valves 5. Simul
taneously, valve system 5 directs the flow from the second feed unit to the 
Rotameter via by-pass 8; this feed stream differs from the other in reactant 
concentration. By switching valve system 2, a step change in feed concen
tration can be obtained. A temperature disturbance is created by feeding gas 
to the reactor through the preheater as well as by-pass 7 to give a steady state 
with a known inlet temperature. The temperature disturbance is produced by 
closing the valve in the by-pass. 
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Figure 2. Reactor 

Safety Precautions. Since the hydrogen consumption of the experimental 
unit is high by laboratory standards (viz., 3-16 nm 3/hr), the unit was built 
in the open air. Valves, heaters, etc. could be operated from a control panel in 
the laboratory; the registration and data logging equipment was also placed 
indoors to separate it from the reactor system. The usual safety measures, 
such as automatic shutdown in case of power failures, a central switch to shut 
down the unit in case of emergency, and other precautions were taken. 

Results 

Table III lists the ranges of flow, temperature, and concentration in which 
the experiments with mixtures of C 0 2 or C O in hydrogen were done. For 
comparison, the conditions for industrial methanators are also given. 
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Figure 3. Simplified flow sheet of equipment 

Table III. Experimental Conditions 

S.V. hr~l T^ , °C C i n , vol % 

CO 2 hydrogénation 
CO hydrogénation 
Industrial methanator 

5000-32000 
5000-32000 
4000- 5000 

190-250 
190-250 
300-310 

0.6-2.2 
0.6-2.0 
0.3-0.5 

Pressure, 
aim 

1 
1 

10-40 

The temperature at the wall and at the same axial position in the center 
of the catalyst bed were equal within experimental error. Therefore, radial 
temperature profiles were not taken into account in experiments under the 
conditions listed in Table III. 

Three types of disturbances in a feed of C 0 2 and C O in hydrogen are 
considered separately: 

Type 1 : step increase in concentration in the feed to an isothermal reactor. 
Type 2: a similar concentration step in the feed to a reactor with a tem

perature profile. 
Type 3: a temperature disturbance. 
Hydrogénation of C 0 2 . TYPE 1. Computer simulation with the model 

shows that the concentration profile in the reactor changes appreciably within 
1-2 residence times after a step increase in concentration. This phenomenon, 
the fast concentration response (FCR), is followed by the formation of a tem
perature profile, which develops much more slowly than the FCR. We refer 
to this as the slow temperature response, STR, which is accompanied by an 
equally slow further change in the concentration profile. Typical results of 
such calculated profiles are shown in Figure 4. Hansen made a similar ap
proach to this problem (22, 23, 24). An FCR calculation requires a very small 
time step whereas an STR can be computed using 1000-fold longer time step. 
To minimize the computing time required, the FCR calculation, which takes 
about 10 min on an IBM 360/65, can be replaced by a simple 4th-order Runge 
Kutta integration of the isothermal stationary mass balance which reouires 
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497 
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Figure 4. Sample response to a type 1 disturbance 
(calculated) 

300 
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240 

ο 43 S · 260 S 
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χ 195 S C j n = 0-8°/o CO2 

SV = 17000 hr-1 

Figure 5. Axial temperature profile at various times 
after a type 1 disturbance (lines: calculated; points: 

measured) 
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only a few seconds. The result is then used as the boundary condition for the 
STR calculation. About 20 experiments were done within the range of condi
tions in Table III, concerning a type 1 disturbance. In all cases examined the 
agreement between measured and calculated temperatures and their changes 
in time is quite satisfactory; a representative example is shown in Figure 5. 

350 -

Figure 6. Axial temperature profile at various times after a type 
2 disturbance (lines: calculated; points: measured) 

TYPE 2. Here the FCR develops in a different manner because the reactor 
is not isothermal but contains an axial temperature profile at the time of the 
step change in concentration. It appeared that, here too, the concentration 
profile after the FCR could be found by Runge-Kutta integration of the mass 
balance, but by substituting after each axial step the temperature at the cor
responding position in the reactor obtained from the initial stationary tempera
ture profile. Agreement between measured and calculated temperature profiles 
was very good for all experiments in which a feed concentration step was 
applied to a reactor containing an axial temperature profile; an example is 
shown in Figure 6. 

TYPE 3. With type 3 disturbances a distinction between FCR and STR 
cannot be made. Initial concentration and temperature profiles are first calcu
lated from stationary mass and heat balances by Runge-Kutta integration, and 
a temperature disturbance is then imposed on the reactor inlet conditions. A 
sharp step increase or decrease of the feed temperature was impossible with 
the equipment used because of the large heat capacity of the piping between 
the cold and hot gas mixer and the reactor inlet. The resulting smooth inlet 
temperature/time curve could, however, be described adequately by two or 
three straight lines. A typical result of a type 3 disturbance is shown in Figure 7. 

Interestingly, the temperature in the second part of the bed decreases 
when the entrance temperature is raised; conversely, the temperature in the 
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325 -
^ — Û û B — Δ JJ JJ â—ù a & 

/ χ x x, 
* 

r / — * — v 0 r> ο 

300 / / "^""«««^ U 

1 1 / / ~ * — * Ψ 

/ l Α /ο 

ΓΙ / / ο 

/ / / * / ο 275 - // / Χ ο 0 S 
U Γ / ψ 360 S 

// / Â x 600 S 
// Γ / Δ 800 S 

250 Χ Â c in= C Û 2 
y * SV = 25000 h H 

S T i n = 226 244 °C S T i n = 226 244 °C 

• 
1 

. : , 220 I I 

500 250 C 0-5 1 0 
t (sec) - — · — λ 

Figure 7. Inlet temperature and axial temperature profile for a type 3 
disturbance (lines: cahufated; points: measured) 

second part of the bed increases with decreasing feed temperature. This can 
be explained by considering that less C 0 2 is converted in the first part of the 
bed when the entrance temperature is lowered. Thus, more C 0 2 reaches 
the second part. This condition persists until the second part is cooled enough 
so that the exponential influence of the decrease in temperature overshadows 
the competitive effect of the increased concentration on the reaction rate. A 

0-010 -

0010 
P c o (atm) 

0020 

Figure 8. Initial rate of CO hydrogénation (lines cal
culated from Equation 1; points: measured) 

similar explanation applies to an increased feed temperature. Similar conclu
sions were drawn for a packed tubular reactor by Crider and Foss (26) on 
the basis of calculations; the effects were determined experimentally by Hoiberg 
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500 CHEMICAL REACTION ENGINEERING II 

et al. (25) for a fixed-bed catalytic reactor. According to Eigenberger (27) 
it occurs even in a homogeneous tubular reactor when the influence of the 
reactor wall is taken into account. 

Hydrogénation of C O . Figure 8 shows a maximum in the rate of C O 
hydrogénation as a function of C O content in the feed. Thus, the response 
of the reactor to a step change in C O concentration should differ from the 
response to a step change in the C 0 2 content of the feed; an increase of C O 
concentration causes the rate of hydrogénation to decrease when the partial 
pressure of C O is above p m a x . The maximum in the C O hydrogénation rate 
found by Van Herwijnen et al. (7) is confirmed by the pilot plant experiments, 
as follows from the stationary temperature profiles in Figure 9 at various inlet 

350 

200, 

SV = 15750 hr~1 / * 
T j n = 201eC / 
C in=o 0-66 % CO / 

A n . Q f t « » / e / C X 

χ 1 -38% „ /j 
Δ 1 -97 % „ / / 

> ο 

1 

0 0-5 10 

Figure 9. Stationary axial temperature profiles for 
CO hydrogénation (lines: calcuhted; points: measured) 

300 -
η η η η 

β / 
250 

Aw ο 

Àûyo 
C i n * 1-21 — • 0·64·/β CO 
SV* 16000 hr~1 

T l n = 210«C 

200 I 

ο OS 
7 30S 
χ 78S 
Δ 350 S 

0 0 5 10 
~ λ 

Figure 10. Axial temperature profile after a type 3 disturbance 
(CO hydrogénation; lines: calculated; points: measured) 
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300 - C i n = 0 - 5 9 % CO 
SV = 16000 hr-1 
Tjn = 2 2 8 - * 199 °C 

400 200 
t (sec) 

1 0 

Figure 11. Inlet temperature and axial temperature profile for CO 
hydrogénation observed after a type 3 disturbance (lines: calculated; 

points: measured) 

concentrations of C O . The typical behavior of the rate of C O methanation 
is also reflected in the response to a type 2 disturbance. When the C O con
centration in the feed is lowered from 1.21 to 0.65%, the temperature in the 
front end of the catalyst bed increases because the reaction rate increases 
(Figure 10). Note also that the temperature in the second part of the bed 
then becomes lower. The agreement between theory and experiment is also 
satisfactory for type 1 disturbances. For type 3 disturbances, it is difficult to 
predict reactor behavior because the exit temperature change is a composite 
of, e.g., decreasing inlet temperature, increasing concentration, and decreasing 
rate of hydrogénation. A typical example is shown in Figure 11. 

Discussion 

The good agreement between calculated and measured temperature pro
files shows that non-linear effects other than the dependence of concentration 
and temperature on the methanation rate need not be taken into account in 
the parameter space investigated. The question can now be answered as to how 
soon after a sudden increase of the C 0 2 concentration in the feed the tem
perature of an industrial methanator reaches a maximum. The experiments 
and calculations for methanation at atmospheric pressure show that the new 
stationary state of the reactor is reached within a few seconds when the reactor 
inlet temperature exceeds 250°C. In practical applications, however, the pres
sure is usually much higher than atmospheric (cf., Table II). The effect of 
pressure on the rate of C 0 2 hydrogénation can be estimated from laboratory 
experiments which show that the reaction rate of 1% C 0 2 in H 2 at 208°C 
increases by a factor of 1.7 when the pressure is raised from 1 to 10 atm. Thus, 
response times of 1-2 sec must be expected in industrial methanators. 
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υ 

350 

300 

250 

200 

C i n c o = 0 . 2 l o / o 

T i n = 211 »C 
SV = 15500 hr~1 

/ 
0-5 10 

Figure 12. Measured stationary axial temperature 
profile for the hydrogénation of a mixture of carbon 

oxides in hydrogen 

There are, however, two important differences between our experiments 
and industrial methanation. First, the effect of the heat capacity of the reactor 
wall is much smaller industrially than with our pilot methanator. In the latter 
case the thermal capacity of the reactor wall is almost equal to the capacity 
of the catalyst bed; this means that the small reactor responds more slowly 
than an industrial reactor. Secondly, feeds to industrial reactors used in making 
ammonia synthesis gas or hydrogen invariably contain both C O and C 0 2 . 
Since previous work has shown (7) that C O inhibits the hydrogénation of C 0 2 

until the C O concentration has decreased to about 200 ppm, the response to an 
increase in C 0 2 concentration is noticeable only in the second part of the 
reactor—i.e., after C O has been hydrogenated. This causes the response time 
to step change in C 0 2 concentration to be much shorter when the feed also 
contains C O . The reactor behaves as if the first part of the bed in which C O 
is hydrogenated does not contribute to the changes; in other words, the response 
of the second part is similar to that of a reactor with an inlet temperature 
equal to the temperature of a C 0 2 / H 2 feed plus the adiabatic temperature 
rise caused by the conversion of CO. An example of a measured stationary 
profile is given in Figure 12. 

At the time of writing only a few experimental results with feed consisting 
of C O , C 0 2 , and H 2 were available. These data confirm that with C O present 
the response of C 0 2 is faster than in the absence of C O . Further work with 
mixed feeds is in progress. 

Nomenclature 

AiyA2,A3,Aé dimensionless constants 
Bx, B* dimensionless constants 
c concentration, moles/m3 

C dimensionless concentration 
ctot total concentration, moles/m3 

C o g specific heat of gas, kcal/mole/°Κ 
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c 
^ O c a t 

specific heat of catalyst, kcal /kg c a t / °K 

^ f l w a l l specific heat of wall, kcal/kg/°K 
specific heat pseudo-homogeneous medium, kcal /m 3 / °K 

dO particle diameter, m 
Ea activation energy, kcal/mole 

Κ frequency factor, m 3/kg c a t/sec 
κ» adsorption equilibrium constant, m3/mole 

heat of adsorption, kcal/mole 
AH°r heat of reaction, kcal/mole 
I running variable in reactor length, m 
L reactor length, m 
Pe, axial Péclet number 

Pe H 

uctotCpedO 

axial Péclet number for heat transport = r 

R gas constant, kcal/mole/° Κ 
#in inner tube diameter, m 
^out outer tube diameter, m 
r reaction rate, moles/kgc a t/sec 
ReD Reynolds particle number 
S cross-sectional area of cylindrical reactor, m 2 

Τ temperature, °K or ° C 
Tin inlet temperature, °K or °C 
Τ dimensionless temperature 
t time, seconds 
u superficial gas velocity, m 3/m 2/sec 

Greek Symbols 

V viscosity of gas, kg/m/sec 
ε porosity of catalyst bed 
Pbed density of catalyst bed, k g c a t / m 3 

Pwall density of wall material, kg/m 3 

Τ dimensionless time variable 
λ dimensionless reactor length 
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Experimental Investigation of the Dynamics 
of a Catalytic Fixed Bed Reactor 

KNUD WAEDE HANSEN and STEN BAY JORGENSEN 

Instituttet for Kemiteknik, Technical University of Denmark, 
2800 Lyngby, Denmark 

A pilot plant fixed bed reactor for dynamic experiments was spe
cially designed to emphasize the dispersion effects of the packed 
bed itself. Peclet numbers of about 0.8 (based on particle diam
eter) are found from inlet temperature disturbances in the bed 
without reaction. A homogeneous model for the reactor is sug
gested. The heat transport parameters and the reaction kinetic 
parameters are found from independent experiments. The reactor 
dynamic experiments consist of startup experiments and step and 
periodic changes in the inlet temperature. The agreement be
tween experiments and simulations are qualitatively good. The 
discrepancies in the last part of the reactor are believed to be 
caused by inaccurate determination of the reaction kinetic 
parameters or an inaccurate kinetic model. 

The dynamic behavior of many gas phase catalytic fixed bed reactors is 
dominated by the heat transport processes. The small heat capacity of the 

gas compared with that of the catalyst pellets gives a thermal residence time 
which is several hundred times greater than the gas residence time. Heat dif
fusion and dispersion phenomena which normally do not influence stationary 
profiles are very important for propagating inlet disturbances ( I ). 

In practical systems several heat diffusion processes contribute to the 
overall dispersion. Depending on the relative importance of these phenomena 
one might formulate different model types, accentuating the most important 
contributions to the total dispersion. These different models correspond to 
those reviewed by Froment (steady state) (2) and Ray (dynamic state) (3). 
Their reviews also contain a comprehensive list of previous work in the area, 
and their main conclusion is that the theoretical level is far beyond what has 
been verified experimentally. 

The classical paper of Padberg and Wicke (4) gives interesting experi
mental results in the multiple steady-state regime. These results can be ex
plained by several quite different physical phenomena, e.g., as shown through 
the simulation studies (5, 6). This multitude of possible interpretations indi
cates a need for experiments on less complicated systems where the physical 
phenomena can be investigated more independently. Hoiberg et al. (7, 8) 
have studied the relatively simple oxygen-hydrogen system. They obtained 
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fine agreement between experiments and model simulations by using frequency 
response techniques. However—as is often the case in heat transfer experi
ments—the wall dynamics overshadow the dynamics of the packed bed itself. 
To suppress this and other secondary effects not characteristic for the packed 
bed, we built a large-scale reactor pilot plant. Construction of this equipment 
was based on the simulations described in Ref. 9. The present paper describes 
the first series of experiments performed. The experimental results consist of 
startup experiments and step and periodic disturbances in inlet temperature. 
The results are compared with model simulations where the parameters are 
determined by independent experiments. 

///, y/ 

Figure 1. Simplified sketch of experimental system 
A Flowcontroller F Cooler 
Β Heat exchangers G Drying towers 
C Reactor H Compressor 
D Back-pressure I Expansion tank 

regulator J Pressure regulator 
Ε After converter 

Apparatus and Experimental Conditions 
The reaction between oxygen (about 1%) and hydrogen (99%) was 

chosen as a characteristic reaction system. Figure 1 shows a sketch of the appa
ratus, and some characteristics of the system are summarized in Table I. Because 
of the high flow rate (about 180 liters/min), the product stream is regener
ated, and the purified hydrogen returned to the inlet by a diaphragm com
pressor. The unused oxygen is converted in a reactor with a catalyst of high 
activity, and the water formed is adsorbed in one of two drying towers con-
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nected in parallel. Each drying tower has a capacity corresponding to about 
10 hrs operation. The regeneration of the drying towers takes place in situ by 
direct heating in a nitrogen stream. The three supply streams to the hydrogen 
loop are nitrogen for washing, the reactant oxygen, and makeup hydrogen. The 
reactor outlet pressure is held constant by a back-pressure regulator. 

The inlet concentration of oxygen can be changed rapidly by varying the 
oxygen flow rate almost without changing the total flow rate. The inlet tem
perature can also be changed rapidly by varying the ratio between the flows 
of two parallel inlet streams, each heated to constant but different temperatures 
in the inlet heat exchangers. The heating medium is oil. 

The reactor itself is a cylindrical (9.6 X 50 cm) vessel insulated with 
15 cm of glass wool. The inlet section is made of low heat conductivity Gaflon, 
preventing any heat interaction between the two inlet streams. The reactor 
wall is very thin steel plate (0.01 cm), which reduces the wall heat capacity 
to about 2% of the total heat capacity. Temperature is measured by iron-
constantan thermocouples (0.2-mm diameter) in 11 axial positions and in three 
radial points at the middle of the reactor. The thermocouple leads are collected 
at the center and taken out in the top section. The oxygen content of the gas 
is measured by a paramagnetic analyzer with two channels from six different 
axial positions. Small sample streams are taken to the top section through thin 
steel tubes (1-mm diameter). 

Table I. Properties of Reactor and Catalyst 

Parameter Value 

Reactor length (L) 50 cm 
Reactor diameter (D) 9.6 cm 
Reactor porosity (ει ) 0.41 
Thickness of reactor wall 0.01 cm 
Catalyst density (pk) 1.24 gram/cm3 

Pore volume (V) 0.54 em3/gram 
Catalyst porosity (pk V) 0.67 
Surface area (S), BET 24 Χ 104 cm2/gram 
Av. pore radius (2V/S) 450A 
Catalyst diameter (d) 0.37 cm 
Specific heat capacity of catalyst 

(calorimetric measurement) 0.23 cal/gram 

The catalyst is platinum supported by alumina pellets (Pechiney, type A ) . 
The platinum content had to be very low, about 6 ppm, to ensure suitable 
reaction rate. Platinum was distributed on the alumina pellets by wet im
pregnation technique with a solution of hydrochloroplatinic acid and nitric 
acid. Before impregnation the alumina pellets were sintered at 1100°C to 
destroy the micropores, giving a low area material which is convenient for this 
study. Activation was done in a hydrogen stream at 350°C for 15 hrs. 

The performance of the reactor system is good. Measurements of the 
stationary temperature profiles in the center indicate nearly adiabatic behavior. 
However we sometimes observed that the radial profile shows a parabolic shape 
with the maximum temperature away from the center. We believe this is 
caused by the thermocouple arrangement because the velocity of the gas near 
the thermocouple leads at the center is higher than the mean velocity. This 
phenomenon might disturb the temperature measurements. 

The normal procedure for the experiments at one specific flow rate 
included the following steps: 

(a) Without addition of oxygen to the hydrogen stream the system is 
allowed to stabilize at a given flow and inlet temperature. 
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(b) The reactor bed is used as heat regenerator. The heat transfer pa
rameters are found by studying the response on step and pulse disturbances 
in inlet temperature at otherwise constant operating conditions. 

(c) Startup process. When the packed bed again is heated to a constant 
temperature, oxygen is added to the inlet stream, and the transient is followed 
until a steady-state profile is reached. The period after the first rapid changes 
might sometimes take several hours. 

(d) Periodic changes in inlet conditions. In this study pulse disturbances 
in inlet temperature are considered. The reactor is then again allowed to 
stabilize at the earlier inlet temperature to check the stationary profiles. 

(e) Some small step changes in inlet temperature are performed—e.g., 
giving the static gain profile. 

Two characteristic series of experiments of this kind are presented here. 
The parameters are shown in Table II. 

Table II. Experimental Conditions 

Exp. 
No. 

9, 
gram/ 
cm2 sec 

Yo, 
mole % 

To, 
°K 

-Ptot, 
atm 

ΔΡ, 
atm 

Reynolds 
No. 

(Inlet) 

F22 
F31 

0.00437 
0.00298 

0.70 
0.80 

371.3 
371.8 

1.072 
1.000 

0.066 
0.033 

15.5 
10.6 

Reactor Model 

The following assumptions are introduced into the reactor model: 
(a) The reaction rate is described by an overall rate expression of the 

Arrhenius type 

Re — kt Ρ e-wW 

The first-order dependence of oxygen pressure on reaction rate is found 
through experiments in a recirculation reactor. This is in close agreement with 
other investigators who found reaction orders between 0.8 and 1 (7, 10). Re
circulation reactor experiments at temperatures between 100° and 230°C 
indicate that the apparent activation energy is nearly independent of the 
temperature. 

(b) A homogeneous model is used. The justification of this assumption 
involves discussion of the following points. First, the temperature difference 
between catalyst and gas must be so small that the reaction rate is not changed 
significantly by using the gas temperature instead of the catalyst temperature. 
The simulations mentioned earlier (9) show that this temperature difference 
is less than 2°C, which might lead to an error of 5% in the reaction rate. 
Second, all the relevant heat dispersion phenomena (finite heat transfer rate 
between gas and particle, finite heat transfer rate inside the catalyst particle, 
axial dispersion in the gas phase, and possible secondary phenomena) must 
be combined into one overall dispersion mechanism. By equating the second 
moment of the impulse responses of a heterogeneous and homogeneous model 
for heat transfer in a packed bed one can derive: 

1 + ^ ( i ) Petot Peg H_ 

Pe t o t is the total Peclet number in the homogeneous model, and Pe g is the 
Peclet number in the gas phase in the heterogeneous model. Hg is the number 
of heat transfer units, and ν is the modified Nusselt number of the catalyst 
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particle. Hansen and j0rgensen (11) investigated the accuracy of this formula 
for heat transfer in packed beds and found that it can be used in a wide 
parameter range even for high frequency disturbances. Calculations have 
shown that it is much more difficult to give exact criteria for the validity in 
the case with reaction. However, for the system parameters in Tables I and 
II our calculations have shown that the homogeneous model is very good when 
the normalized disturbance frequency is below 3-4 (residence times)"1. 

(c) The concentration profile behaves quasi-stationarily. The validity of 
this assumption is evident from the simulations with the fast model and slow 
model (9). 

(d) The reactor is assumed to be adiabatic (see the section on Apparatus 
and Experimental Conditions). 

(e) The total pressure is assumed to be constant since the pressure drop 
is small even at high flow rates (see Table II). 

Assumptions (a)-(e) give the following model: 

% + T-w-in + D*-* - e y a ' m ( 2 ) 

dt dz re h dz2 

Boundary conditions: 

2/(0) = 2 / i (4) 

s(0) = xi (5) 

| ( D -gd) =0 (6, 7) 

_ T_ _ P_ _ I _V _ _E_ 
y To X ~ Po Z ~ L ~~ τ' 7 RgT0 

n (-&H)Lk{e-v Po(l-ε) ( . 
yo ^ρκ •* ο 

D =
 L k* e~7

 P t o t M ( l - e i ) ( g ) 

This model is used for three different purposes: 
(a) Derivation of the transfer function for the bed used as heat regen

erator. Letting fcf = 0, Equations 2, 4, and 6 are solved to give the transfer 
function: 

- = exp [ - —-h (l - Vl + 4ST/Peh)] (10) 

(b) Calculation of the frequency response. Following a procedure de
scribed by Michelsen et al. (12), the equations are locally linearized around 
a stationary state and discretized in space by orthogonal collocation. The 
transfer function is found by diagonalization of the system matrix. Fourteen 
internal collocation points are used in most cases. 

(c) Calculation of the nonlinear time response. Again a global collocation 
method is used for discretization of the space derivative. The resulting ordinary 
differential equations are solved from the given initial state by a fourth-order 
Runge Kutta method with variable step size. This method has been used by 
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several authors to solve partial differential equations of this kind and is de
scribed by Hansen (13). Villadsen and S0rensen (14) used a double colloca
tion method, and Ferguson and Finlayson (15) compared various integration 
methods in the time direction. 

Determination of Parameters 

Heat Transport Parameters. The parameters Peh and τ in the transfer 
function (Equation 10) are determined by fitting the model response to the 
experimental response following a pulse disturbance in inlet temperature. 
Experimentally the inlet temperature is changed from about 108° to about 
86 °C and then changed back again after about one-half thermal residence 
time. The central temperatures are registrated at discrete time intervals. 

The estimation method is based on minimalization of the least-square 
error in the time domain. Michelsen (16) has tried the method on several flow 
model examples and found it very efficient. The results of the estimation for 
the two experiments is shown in Table III. Each data series includes 64 points 
but is prolonged with the stationary value by a factor of 8 to ensure good 
interpolation of the transfer function. The estimated values are all based on 
the measured inlet temperature disturbance as reference time series. 

Table III. Estimation of Heat Transfer Parameters; Data Series 
of 64 Points Prolonged to 512 Points 

Exp. τ, 
No. min ζ Peh min Av. Values 
F22 168 0.393 121.5 ( ± 1 0 % ) 10.17 (±0 .8%) τ = 10.4 min 
F22 168 0.496 121 ( ± 8%) 10.00 (±0 .5%) Peh = 118 
F22 168 0.790 117 ( ± 7%) 10.75 (±0 .4%) Peh X d/L = 0.87 
F22 168 0.890 111.5 ( ± 4%) 10.59 (±0 .2%) 

F31 196 0.393 112 ( ± 4%) 16.17 (±0 .3%) τ = 16.1 min 
F31 196 0.496 110.5 ( ± 5%) 15.74 (±0 .4%) Peh = 103.5 
F31 196 0.790 98 ( ± 8%) 16.33 (±0 .4%) Peh X d/L = 0.77 
F31 196 0.890 93.5 ( ± 1 1 % ) 16.00 (±0 .6%) 

Table III shows that the parameter estimates are fairly independent of 
the measuring position even though small systematic errors seem to be present. 
An average value of the estimates will give the thermal residence time within 
2% accuracy and the Peclet number within 5-10%. Using the average param
eter values of Table III, the regenerator pulse response is simulated with the 
reactor time response program (point (c), above). Figure 2 shows regen
erator profiles for F22 at different times together with the experimental tem
perature measurements. The agreement is good, and it seems reasonable to 
use the average parameter values for the whole reactor. The values of the 
estimated Peclet numbers clearly indicate that the heat dispersion of the reactor 
bed is close to the expected heat dispersion from Equation 1. The number 
of heat transfer units based on reactor length is about 300 and the modi
fied Nusselt number is 2.5. Mass transfer experiments (e.g., Ref. 17) have 
given values for the Peclet number in the gas phase of about 2 L/D = 270. 
When inserted in Equation 1, this gives, Pe t o t = 115, Pe t o t · d/L = 0.85. This 
result is somewhat in contrast to the results of Votruba et al. (18) who deter
mined Peclet numbers by a stationary method and obtained considerably lower 
values. 
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signature time 
expm. theoret. min. 

+ 1.04 
Ο 4.15 
X 7.26 

109 -

10 20 30 Axial position cm 

Figure 2. F22 Regenerator response after pulse disturbance in inlet tempera
ture. Inlet pulse height 22°C, width 6.0 min; estimated model parameters 

shown in Table III. 

Reaction Kinetic Parameters. The reaction rate was measured as a func
tion of oxygen partial pressure and temperature in a recirculation reactor 
connected to the integral reactor system. The reaction rate was determined 
within an accuracy of 4 to 10%. The reaction was close to first-order in 
oxygen partial pressure, and no influence from the water vapor was found 
at temperatures above 90°C. Also the temperature had a greater influence on 
reaction rate (activation energy ~ 10 kcal/mole) than is normally found for 
alumina catalysts. Maymo and Smith (10) found Ε ~ 5.2 kcal/mole for a 
Boehmite carrier. 

However, catalyst activity depended on pretreatment. The activity was 
10-30% greater for high temperature pretreatment than for low temperature 
pretreatment. Precise determination of the kinetic parameters based on meas
urements in the recirculation reactor is therefore not possible, and we decided 
to estimate the kinetic parameters from each set of steady state temperature 
profile and oxygen partial pressure profile in the fixed bed reactor. This ap
proach has the advantage of partially compensating for the inaccuracies intro
duced through the assumption of negligible temperature difference between 
pellet and gas. The weighted least-squares estimates of the inlet concentration, 
frequency factor, and activation energy were found by using Marquardt's (19) 
method. This algorithm starts with a steepest descent and slowly changes to 
the Newton-Raphson method as the minimum is approached. Support plane 
confidence limits are evaluated by the method of Box (20) to estimate the 
reliability of the best estimates. 

The result of the estimation is shown in Table IV, and the experimental 
points are plotted together with the estimated profiles in Figure 3. The con
centration measurements have only one-third weight compared with the tem
perature measurements in agreement with the expected measurement accuracy. 
Since the temperature measurements especially in the first part of the reactor 
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Table IV. Estimates of Reaction Kinetic Parameters 

Linear 95% Support Plane Limits in Parentheses 

Weights 
Exp. 
No. 

F22 
F22 
F31 

Temp. 
Profile 

1, all ζ 
( 0, z<0.5 \ 
V 1, z>0.5 / 

1, all ζ 

10 

mol7o0, 

Concn 
Profile 

1/3, all ζ 
1/3, all ζ 
1/3, all ζ 

mole/ 
(cmzcat · sec) 

-10* 

0.268 ( ± 1 5 % ) 
0.305 ( ± 2 2 % ) 
0.246 ( ± 1 5 % ) 

E, 
kcal/mole 

11.8 ( ± 1 4 % ) 
10.2 ( ± 2 1 % ) 
11.1 ( ± 1 4 % ) 

Yo, 
mole % 

0.720 ( ± 7 % ) 
0.732 ( ± 9 % ) 
0.816 ( ± 6 % ) 

Estimate 1 

/ + \ E s t i m a t e I 

—I l _ 

Oxygen concentration profiles 

Estimate I 

axial position,l (cm 

Figure 3. Steady state profiles; estimated model parameters 
shown in Table IV 

might include small systematic errors resulting from the thermocouple arrange
ment (cf., above), the F22 parameters are re-estimated without including 
the temperature measurements from 5 to 25 cm. This alters the estimates 
somewhat inside the confidence limits of the first estimate. Because of the 
shape of the profiles in F31, there is no basis for doing the same here. The 
following simulations are performed using the estimates for each experimental 
run itself (estimate 2 for F22). 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

03
8

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



38. HANSEN AND J0RGENSEN Fixed Bed Reactor 513 

2A0 

°c 
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100 

1.0 
mole 
pct0 2 

0.6 

0.2 

TEMPERATURE PROFILES F31 

signature ti me 
expm theory min 

• 
( ) 1 93 U.C.) 

• 7.7 2 
X 11.6 
ο oo 

Concentration profiles signature time 
expm. theory mm. 

1,93 
3,86 

CO 

1,93 
3,86 

CO 

30axjal position,cm 

Figure 4. Startup profiles for F31. Measured temperature pro
file at 1.93 min is used as initial condition for simulation. 

Mass Transport Parameter. Calculations have shown that even if the 
Peclet number for mass transport is of the order of 2-300, the mass dispersion 
has some influence on the reactor dynamics. Here we have used (17) 

Pem = 2 ^ = 270 

Results 

Results from dynamic experiments on the reactor are shown in Figures 
4-8. Figure 4 shows a startup experiment for F31. Oxygen is suddenly added 
to the inlet stream after the bed has been heated to the inlet temperature. 
The oxygen concentration profile changes very fast in the beginning. Later the 
dynamic behavior is characterized by the slowly changing temperature profile. 
However, there is no quantitative agreement in this slow dynamic period be
tween the concentration profile and the temperature profile in the last part of 
the reactor. This discrepancy appears clearly from the comparison between the 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

03
8

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



514 CHEMICAL REACTION ENGINEERING II 

simulated profiles and the experimental points. To eliminate possible irregu
larities in the oxygen feed just after the start of the experiment, the measured 
temperature profile after 1.9 min has been inserted as initial condition in the 
simulation. The startup experiment with F22 shows the same lack of quantita
tive agreement with simulation. No obvious reason for this behavior has been 
found. 

240 
°C 
220 

200 

180 

160 

140 

120 

100 

1.0 
mole 
pct0 2 

0.6 

0.2 

0 10 20 3 0 α χ ΐ α ι position,cm 

Figure 5. F22 response profiles to a step increase in inlet tem
perature of 4.3°C. Estimate II in Table IV was used as model 

parameters. 

The reactor response following a step change in inlet temperature for 
F22 is shown in Figure 5 together with the simulated results. The "wrong way 
behavior" of the temperature profile in the last part of the reactor is evident 
for both the experiments and the simulations. The quantitative agreement is 
rather good when the discrepancies originating from differences in the measured 
and estimated stationary profiles are taken into account. To illustrate the 
dynamic deviation the time response at an axial position in the latter part 
of the reactor is shown in Figure 6. 

Profiles of amplitude and phase of the primary temperature wave following 
pulse disturbances in inlet temperature at given frequencies have been plotted 
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e C 

10 

-10 -

Signature 

expm. theory 

+ + 

10 15 time min. 

Figure 6. F22 time response at axial position 39.5 cm to same dis
turbance as in Figure 5 

Gain 
dB 

2 * . 

8 (Peh=90) 
A 
A (Peh=90) 

20 30 Axial position cm 

Figure 7. Tempera
ture amplitude ratio 
and phase angle pro
files for F22 at dis
crete disturbance fre
quencies of inlet 
temperature. Esti
mate 2 in Table IV 
was used as model 
parameters. In one 
set of theoretical pro
files Fe% is reduced 

to 90. 
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in Figures 7 and 8. For the phase curves, which in the first part of the reactor 
essentially exhibit the time lag from the thermal residence time, the agreement 
between experiment and theory is good. But the theoretical amplitude profiles 
all show higher gain than has been found experimentally, especially in the 
reaction zone. The discrepancy is not believed to be caused by nonlinear 
effects even if the experimental pulse response has pronounced nonlinear char
acter—such as wave distortion and movement of the mean value at a given 
position to a higher average than the stationary level (cf. Réf. 9, Figures 9-12). 
Inaccurate determination of the kinetic parameters or an inadequate kinetic 
model might be better explanations of the high theoretical amplification of the 
inlet temperature in the reaction zone. 

Gain 

0 
Phase 

degrees 

-400 

-500 -

signature period 
expm. theory min. 

• 
CD 
IS 
8 

10 20 30 Axial position cm 

Figure 8. Temperature amplitude ratio and phase angle pro
files for F31 at discrete disturbance frequencies of inlet tem
perature. Theoretical profiles were only calculated for first half 

of reactor. 

On Figure 7 the influence of the value of the Peclet number is illustrated. 
A relatively small decrease of Pe = 115 to 90 changes the theoretical amplitude 
ratio only mildly at the lower frequency (period = 8 min). At the higher 
frequency (period = 4 min) the effect is much more pronounced. Thus the 
estimated Peclet number seems to be the right order of magnitude. 

Summary and Conclusion 

The experimental reactor has an almost ideal behavior since secondary 
dispersion effects (e.g., large wall heat capacities) are suppressed to a high 
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degree. The Peclet number for heat transport based on particle diameter is 
determined by regenerator experiments to about 0.8. Experiments in a differ
ential reactor showed that the catalyst activity depends on pretreatment. The 
kinetic parameters in a simple model are therefore determined by curve fitting 
to stationary profiles in the integral reactor. The parameters determined in this 
way are inserted in a homogeneous type model, and the dynamic experiments 
are compared with simulations. Qualitative agreement is found for all types 
of experiments, but some discrepancies are found, especially in the most re
active part of the reactor. This lack of agreement is believed to be caused 
by inaccurate determination of the reaction kinetics. On the other hand the 
Peclet number seems to be correctly determined from heat regenerator 
experiments. 
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Nomenclature 

a external catalyst surface/reactor volume, cm"1 

C p specific heat capacity, cal/(gram °C) 
D reactor diameter, cm 
D h defined, Equation 8 
Dm defined, Equation 9 
d catalyst diameter, cm 
Ε activation energy, cal/mole 
g mass flow rate (empty tube), gram/(cm 2 sec) 
—AH heat of reaction = 116,300 cal/mole 
Hg ahh/(gCvg) 
h heat transfer coefficient, cal/(cm 2 sec °C) 
ke effective heat conductivity of catalyst, cal/(cm sec °C) 
kt frequency factor, mole/(cm 3 sec atm) 
L reactor length, cm 
I axial coordinate, cm 
M molecular weight, gram/mole 
Ρ partial pressure of oxygen, atm 
F t o t average pressure in reactor, atm 
ΔΡ pressure drop in reactor, atm 
Peh Peclet number for heat transport 
Pem Peclet number for mass transport 
Rg gas constant, cal/(mole °K) 
Re reaction rate, mole/(cm 3 sec) 
S internal catalyst surface area, cm2/gram 
s La Place parameter, sec - 1 or min"1 

Τ temperature, °C or °K 
t dimensionless time, t'/τ 
f time, sec or min 
V catalyst pore volume, cm3/gram 
χ P/P 0 

Y mole fraction of oxygen 
y T/T0 (Τ in °K) 
ζ l/L 
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Greek Letters 

y 
ε1 
ε 2 
Ρ 
ν 
τ 

Subscripts 

g 
I 
k 
0 

gas 
inlet condition 
catalyst 
stationary inlet condition 
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Parametric Sensitivity and Temperature 
Runaway in Heterogeneous Fixed Bed 
Reactors 

COLIN McGREAVY and COLIN I. ADDERLEY 

Department of Chemical Engineering, The University of Leeds, 
Leeds, LS2 9JT, England 

A criterion for parametric sensitivity and temperature runaway 
in heterogeneous reactors is presented, and its relationship to 
the multiple steady states and the significant operating variables 
is demonstrated. Application to reactor design and control is 
discussed. We show how the practical range of operating condi
tions of the reactor may be rapidly established for any system so 
that design information relating the size of the reactor to "safe" 
operating conditions can be presented in a simple manner. This 
provides considerable insight into the behavior of the system 
for both the reactor designer and the control engineer since it 
is possible to establish a definitive relationship between local 
and global reactor stability and operating variables. 

Instability in the operation of fixed bed reactors may arise from various causes; 
most attention has been focussed on that from multiple steady states caused 

by either the catalyst pellets or axial diffusion of heat and mass within the bed. 
However, as Froment (I) has shown, the latter is unlikely to occur in most 
reactors of industrial interest, and Thornton (2) and Adderley (3) have shown 
that even when regions of multiple steady states of the catalyst pellets are 
avoided considerable operational difficulties can arise because of parametric 
sensitivity near these regions. Whether instability occurs from multiple steady 
states or parametric sensitivity, the consequences are much the same: a ten
dency for high temperatures to develop causing catalyst and equipment dam
age, or "blowout" occurs resulting in poor reactant conversions. It is essential 
that such regions of instability be predicted for a given system so that reactor 
operation within these regions can be avoided; if this is not possible because 
of constraints (such as a maximum reactor size for a specific reactant conver
sion), appropriate control action can be applied in the event of system dis
turbances which would tend to cause temperature runaway or reaction 
"blowout." 

Previous analyses of parametric sensitivity outside of regions of multiple 
solutions have dealt with quasi-homogeneous systems (4, 5) and are therefore 
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520 CHEMICAL REACTION ENGINEERING II 

generally only applicable in the limiting case of non-porous catalyst pellets. 
Quasi-homogeneous and heterogeneous systems must be distinguished since 
the source of parametric sensitivity in each is quite different. In the former, it 
is caused by the exponential dependence of the reaction rate on temperature; 
in the latter it arises because of the mass and heat transport resistances both 
within and around the catalyst pellets (i.e. from the heterogeneity of the sys
tem). Consequently parametric sensitivity criteria derived for one system are 
not usually applicable to the other, and in particular, quasi-homogeneous cri
teria lead to conservative operating conditions for heterogeneous systems. 

This paper discusses the application of a temperature runaway criterion 
to both the design and control of a heterogeneous reactor and shows how the 
relationship between local and global stability and the operating variables for 
a particular system can be established. 

The Temperature Runaway Criterion 

A criterion for the onset of temperature runaway and parametric sensitivity 
has been fully described by McGreavy and Adder ley (6) who showed that for 
a single first-order irreversible reaction, the onset of temperature runaway can 
be characterized by a specific catalyst pellet temperature, ts, which is a function 
of the interphase temperature difference, (t — T). This followed from an 
examination of the heat balance of the isothermal pellet model (2) given in 
Equation 1. 

where : 

t - Τ = 
B ShA(r - g) 

(sg + r) 

r = * e x P ( - | ) 

g = tank (r) 

(D 

0.10 

Figure 1. The runaway limit on the Τ vs. Β phase diagram for a typical set of 
parameters 

It was shown (6) that by setting t = ts in Equation 1, the coordinates of 
the locus of the temperature runaway line on the Τ vs. Β phase diagram can 
be obtained. Figure 1 shows both the runaway line and the region of non-
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39. MCGREAVY AND ADDERLEY Heterogeneous Reactors 521 

unique solutions (7) on the Τ vs. Β diagram for typical values of Sh A and Θ. 
The runaway line intersects the upper bound of the non-unique region 
(at Β = B{) which becomes the runaway line for Β > B{ since in this region 

> h (the pellet temperature on the upper bound of the non-unique region) 
and this has no meaning. In general, the desirable operating domain will be 
below the runaway line and to the left of the non-unique region. 

The Ose of the Runaway Criteria 

General Considerations. By solving the equations describing the hetero
geneous reactor, it is possible to plot longitudinal trajectories along various 
radii on the Τ vs. Β phase diagram. The runaway line, together with the region 
of multiple solutions of the catalyst pellet, are drawn on the same diagram; if 
any of the trajectories cross the runaway line, then temperature runaway would 
tend to occur in the bed, and the reactor may be described as unstable. Even 
when a particular trajectory crosses the runaway line but does not go far past 
it, this still indicates potential instability and problems of control because the 
trajectory passes into a region of parametric sensitivity; high temperatures may 
develop during perturbations from this state. It is in indicating trajectories of 
this nature that the runaway criterion is particularly useful since, although 
high fluid temperatures are not apparent, the potential instability of the state 
is easily observed (3). 

Figure 2 shows longitudinal reactor trajectories at various radial positions 
for a typical set of data. This graph shows that it may often be necessary to 
use the axial temperatures rather than, for example, the radial mean values, 
when attempting to choose operating conditions which avoid temperature run
away. Only radial mean temperatures are considered below. By using appro
priate reactor models such as those developed by Thornton (2) and Turner (8), 
the analysis can be applied to the axial temperature profiles. 

The reactor designer is usually confronted with a fixed set of parameters, 
and he must produce the best design within the freedom available. The fixed 
conditions are the reaction rate parameters and thermodynamic properties, the 
type of catalyst to be used, and the maximum allowable pressure drop across 
the bed. Thus, the degrees of freedom which remain are the inlet conditions, 
including the coolant temperature, and the dimensions of the reactor tube. 
However, total freedom in the choice of values for these parameters is never 
the case. With exothermic reactions the choice of gas flow rate is confined to 
a very narrow range. The upper constraint being that which produces the 
maximum allowable pressure drop, which is related to the tube and catalyst 
particle dimensions; the lower constraint is determined by the minimum allow
able gas-to-tube wall heat transfer coefficient and gas-to-pellet mass transfer 
coefficient. Generally, since heat removal from the bed to the coolant is the 
most important process, the design will be based on the maximum available 
gas flow rate. In most situations the choice of tube diameter is restricted to 
a few sizes because of cost and availability, and is, therefore, not a true design 
variable. Thus, for a given system most parameters are fixed at the outset, or 
at best they are confined to very narrow limits, and only the inlet conditions 
and the tube length, below a certain maximum, remain as true design variables. 
Values of these parameters must then be chosen which give an economically 
satisfactory, safe design, avoiding temperature runaway or regions of instability. 
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522 CHEMICAL REACTION ENGINEERING II 

Figure 2. Reactor trajectories at various radial positions 
(To = 0.03655, Tc = 0.03742, other data as given in Table I) 

In the discussion below attention is mainly confined to the case of equal 
coolant and gas inlet temperatures since this is the situation commonly en
countered in practice. It probably represents the worst case for exothermic 
reactions since heat removal is the greatest problem with these reactions, and 
therefore it would not be realistic to use a coolant temperature higher than 
the gas inlet value. Nevertheless, the methods may easily be extended to the 
case of differing coolant and inlet temperatures and even adiabatic operation. 

Calculation of Values of Parameters Leading to Parametric Sensitivity 
and Runaway. Rigorous determination of critical reactor operating conditions, 
i.e. conditions which cause the reactor trajectory on the Τ vs. Β phase diagram 
to reach the runaway line but not cross it, obviously requires numerical integra
tion of the reactor equations. It is useful to map out the range of operating 
conditions to be considered to summarize the relationship between the signifi
cant variables. 

A trivial, but necessarily stated upper limit to the inlet temperature of 
the gas at any inlet concentration is provided by the runaway line on the Τ vs. 
Β diagram. However, the lower limit of the inlet temperature, and the coolant 
temperature often depend on the length of the reactor as well as the inlet con
centration, although a value can be determined. For any given inlet and coolant 
temperature the range of inlet concentration which need be considered is easily 
determined. This range is more conveniently expressed in terms of the inlet 
value of the thermal load factor, Bh which is directly proportional to reactant 
concentration. 

INLET CONCENTRATION. The upper limit on Β{ (B0 X C 0 ) is based on the 
assumption that the designer will wish to avoid reactor operation in the non-
unique as well as the runaway region. Consider the point where the runaway 
line crosses the lower bound of the non-unique region on the Τ vs. Β diagram. 
If the adiabatic trajectory through this point meets the line Τ = T0 at a value 
of Β outside of the non-unique region, then this value of Β represents the 
maximum permissible inlet value to avoid operation in the non-unique region 
under adiabatic conditions. Normally this will be so because the slope of the 
adiabatic trajectory is much greater than that of the lower bound of the non-
unique region. If this value of Β lies inside the non-unique region, the maximum 
value of B{ is given by the value of Β where the line Τ = T0 crosses the lower 
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39. MCGREAVY AND ADDERLEY Heterogeneous Reactors 523 

bound of the non-unique region. Let the value of Β in either case be B i u . 
Since reactor trajectories on the Τ vs. Β diagram start with an adiabatic slope 
for T0 = T c and then bend under this line because of heat exchange between 
the bed and the coolant, then B i u represents an approximate upper limit on Bx 

to avoid the non-unique region under non-adiabatic conditions. Clearly it will 
be less than the actual upper limit for non-adiabatic operation, but it thus 
guarantees that if temperature runaway is avoided then, for B t < Biu, operation 
in the non-unique region is also avoided. It is therefore the best obtainable 
upper limit on Bt at any inlet temperature without extensive computation. B i u 

may be easily determined either graphically or computationally using the 
equations for the non-unique region and the runaway line. 

The lower limit on Bb Bih to be considered is also easily determined. 
Using the one-dimensional heterogeneous reactor model developed by Thornton 
(2) for the A -» Β reaction scheme, the heat and mass balances can be written 
in dimensionless form as: 

§ ± - - GmfciCA (2) 

g - G, (t - Τ) - ? ^ (Τ - Τ.) (3) 

with appropriate boundary conditions: 

where: kt - Θ2 exp (— l/t) 

and using the isothermal catalyst pellet model: 

t = Τ + B ShA(r - g)/(sg + r) 

η = 1.5 ShA(r - g)/(ki{sg + r)) 
From Equations 2 and 3, the reactor trajectory on the Τ vs. Β diagram is given 
by: 

dT = _ Gt(t - Τ) + 2Nu,*(T - Γ.) ( 4 ) 

dB GvqkiB G%GzY)k\B 

When the trajectory passes through a maximum, dT/dB = 0. (A maximum 
on the phase trajectory corresponds to a maximum in the axial temperature 
profile). Hence, the locus of this maximum is given by: 

G<(tm - Tm) - (Tm - T c) (5) 

Subscript m denotes the value at the maximum. The pellet temperature, tm, is 
given by Equation 1, with Β = Bm. 

The only operating variable in Equation 5 is the coolant temperature, T c . 
The loci given by Equation 5 on the Τ vs. Β diagram are shown in Figure 3 
for various values of Tc. Thus for a given value of coolant temperature the 
locus of the maximum of the reactor trajectories may be plotted. One of the 
criteria for temperature runaway given by Van Welsenaere and Froment (5) 
for quasi-homogeneous reactors is based on the fact that the locus of the reactor 
trajectory maxima passes through a maximum and appears to have been derived 
empirically by observation of computed reactor trajectories. Examination of 
the equations of the quasi-homogeneous system shows a fundamental reason 
why this criterion applies for that system (3). The results for quasi-homo
geneous systems may not be applied to a heterogeneous reactor because of 
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0 . 0 5 0 

Runaway line \ \ \ \ 

0 . 0 4 5 

Î 
Τ 

0 . 0 4 0 
T c = O 0 3 9 _ - — — ^ 

\ \ \ N o n - \ 
\ \ \ un'ique-V* 
\ V \ region \ 

Tc=n m * — — ^ 
1^=0.037 _ 
Tc =0.036 

0 . 0 3 5 I • ...« « — • • • 1 
10 10 

Β -

10 

Figure 3. Maxima curves for various coohnt temperatures 
(data as given in Table I) 

their conservatism (6). The actual position of the maximum on this locus 
depends on the inlet reactant concentration and temperature when T 0 T c . 
A critical trajectory will be one where the maximum occurs at the runaway 
line, that is, the locus of the maximum given by Equation 5 which crosses the 
runaway line since increasing the value of Bi from the critical value will cause 
the maximum of the trajectory to occur above the runaway line; decreasing B t 

will ensure that the maximum occurs below this line. At the maximum of the 
critical trajectory, co-ordinate (B c r , TC1.) on the Τ vs. Β diagram, the pellet 
temperature is given by ts. Thus substituting tm = tH in Equation 5 and solving 
this equation simultaneously with Equation 1 gives Bcv and T c r for any values 
of T c . 

The slope of the adiabatic line on the phase diagram is given by: 

dT 
dB 1.50 2 

(6) 

Therefore the value of Bb Bih for the adiabatic line through the maximum of 
the critical trajectory is given by: 

Bn = Bcr + 1.5G2(Tcr - TQ)/GA (7) 

Since the adiabatic trajectory on the Τ vs. Β diagram has the steepest 
slope, Bn is the minimum value of Bi which need be considered for a given 
inlet and coolant temperature. For Βϊ < Bn at T0 = Tc the maximum tempera
ture in the reactor will always occur below the runaway line. This lower limit 
on Bi tends to be slightly conservative—the actual value is a little larger. A 
method of extrapolation proposed by Van Welsenaere and Froment (5) for 
quasi-homogeneous reactors cannot be used to obtain a less conservative esti
mate in the heterogeneous case because of the difference of the shape of the 
reactor trajectories in this case. Nevertheless, Bn represents a very useful limit 
since safe operation for Bj < Bih at a given coolant and inlet temperature, can 
be guaranteed. At low values of inlet and coolant temperature the situation 
which is illustrated schematically in Figure 4 may arise. Clearly, the value of 
Bn determined by the above method and shown in Figure 4, will be very 
conservative in such situations. A better estimate of Bn may be obtained by 
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drawing the adiabatic trajectory through the maximum value of Β on the curve 
giving the locus of the trajectory maxima, i.e. through the point marked X in 
Figure 4. This requires finding the coordinates of point X on the Τ vs. Β 
diagram. From Equations 1 and 5 the locus of the trajectory maxima may be 
expressed as: 

Bm = 2Nu w *(T m - Tc)(sgm + rm)/GzGShA(rm - gm) (8) 

The point X may then be found by differentiating Equation 8 at the point 
where (dB/dT)m = 0. Let the coordinates of the point X, evaluated in this 
way be (B a , T a ) . If Bn determined from the adiabatic line through the point 
where the locus of the trajectory maxima crosses the runaway line, as described 
above, is less than B a , then a better estimate of Bn may be obtained by replacing 
BQT and T c r in Equation 7 by B& and T a . 

Figure 4. Schematic showing the location 
of Ba on the Τ vs. Β phase diagram 

COOLANT AND INLET TEMPERATURE. From Figure 3 it can be seen that as 
Tc is decreased, B a increases and approaches the non-unique region as does 
B c r . This may be used to calculate the theoretical minimum coolant and inlet 
temperature which need be considered for any system if operation in the non-
unique region is to be avoided. B i u is the maximum value of B{ which avoids 
operation in the non-unique region at a given coolant and inlet temperature as 
discussed previously. Since Bn (from Equation 7), B a and B i u may be ex
pressed as functions of T c , the minimum value of T C and T0 for T 0 = Tc which 
need be considered is that for which: 

Bi > B i u if Ba > B a 

or 
B a > B i u if Bu < B a 

This minimum value of T 0 , for T0 = T c , is easily determined computa
tionally; graphically the task may be somewhat arduous. This minimum value 
of T 0 applies only for T 0 = T c and for operation outside of the non-unique 
region. For any value of T 0 less than that determined in this way, safe opera
tion is guaranteed for Bi < B i u . In most cases this value of T 0 results in virtually 
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no reaction occurring within the bed because of the very low initial reaction 
rates. However, its evaluation is useful in cases where no information exists 
on the sort of temperature which must be used for a particular system. When 
this is the case, it precludes the necessity of trial and error integration of the 
reactor equations to find a minimum working value. 

Thus, for any inlet and coolant temperature the range of inlet concentra
tion, or thermal load factor, which will produce temperature runaway depend
ing on the length of the reactor may be rapidly determined. For a given inlet 
and coolant temperature, the range of inlet concentration described by B n and 
B i u for any system is a working range. Temperature runaway may occur at 
any value of B% within this range, and the remaining parameter which deter
mines this is the reactor length. The calculation of this range is simply a 
means of saving unnecessary work in, for example, the solution of the bed 
equations. The upper limit on B, B i u , is somewhat different in nature from the 
lower limit, Bn. At a given inlet and coolant temperature with the inlet value 
of Β less than B i u , the steady-state reactor trajectory will not pass through the 
non-unique region provided that the length of the reactor is such that it does 
not cross the runaway line. The lower limit on the inlet value of B, B n , is, 
however, a global limit for the given inlet and coolant temperature. For all 
inlet values of Β less than B u at the inlet and coolant temperature for which 
Bn is determined, the reactor trajectory will never cross the runaway line what
ever the length of the reactor. This could be used as an upper limit on the value 
of Bj so that safe operation is always guaranteed for any reactor length. How
ever, it tends to lead to rather conservative reactor designs because of the low 
reaction rates at low values of B t ; very long reactors would be necessary to 
achieve a given conversion. In some circumstances using B n as an upper limit 
may be acceptable, particularly when the pressure drops in the bed and, there
fore, the length of the reactor is not a serious constraint or when there is very 
great uncertainty in, for example, the heat transfer parameters. Figure 5 shows 
schematically the two limits on Bj and their relation to other regions on the 
Τ vs. Β phase diagram. 

Maxima curve 

Figure 5. Schematic showing the location of the 
operating region for a particular coolant ana inlet 

temperature 
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REACTOR LENGTH. Once the range of B t has been determined at a chosen 
inlet and coolant temperature, some value of Bi within that range must be found 
for which temperature runaway will not occur for a particular reactor length. 
If the reactor length is chosen first, then trial and error solution of the bed 
equations is necessary to find a suitable value of Bi at each value of the inlet 
and coolant temperatures. This can be wasteful and time consuming. This 
method would also fail to give a total picture of the situation since information 
about only a single reactor length would be obtained. A better approach is to 
integrate the bed equations for various values of Bi in the range of Bn to B i u 

for different values of inlet (and coolant) temperature and determine the critical 
length of the reactor in each case. This is not a particularly time consuming 
process with a one-dimensional model of the reactor, especially since the run
away line in the form of the pellet temperature at runaway, te, can be used to 
stop the integration at each value of Bt as soon as the reactor trajectory reaches 
the runaway limit. The range of coolant temperature which need be considered 
may often be further limited by the nature of the cooling medium; for highly 
exothermic reactions a molten salt coolant is usually employed, and so the 
minimum coolant temperature is determined by the viscosity decrease with 
temperature. This can result in a minimum value greater than that determined 
by the previously described method. The upper limit on the coolant tempera
ture may be less than that described by the runaway line, for T 0 = T c , since 
above a certain temperature, charring and decomposition of the salt or an 
unacceptable increase in corrosion rate on the reactor tube may occur. 

Table I. Data Used for Case Study 
B 0 4.602 X 10~6 

Ε 26.6 X 10-*(cal/gram mole) 
G2 0.0949 
G3 0.84 
G< 76.85 
N u w 2.0 
N u w * 1.33 
ShA 500.0 
θ 10e 

The length of the reactor determined in this way at each set of inlet con
ditions is then the critical or maximum value for which temperature runaway 
can be avoided in the steady state at those conditions. By this method, charts 
of critical length vs. inlet concentration, or thermal load factor, at various inlet 
and coolant temperatures, may be drawn for the system. Figure 6 shows such a 
chart for the data given in Table I. The critical length in Figure 6 is expressed 
as a dimensionless value for convenience, although this is not essential and 
actual length could be used. 

Adderley (3) has shown the effect of the parameters Θ, N u w and Sh A on 
such a chart. Only one chart is usually required for a particular system since 
these parameters are constant for previously stated reasons. 

The advantage of this approach is that the chart conveys at a glance the 
critical inlet conditions for any reactor length or conversely the critical length 
for any inlet conditions; thus the task of the designer is simplified. A scale of 
pressure drop can be added to the charts, and during their preparation similar 
graphs of reactor outlet conditions or reactant conversion at various lengths 
may also be drawn. 

Application to Reactor Control. Perhaps the greatest advantage of this 
approach to the design problem is the information which these charts give 
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528 CHEMICAL REACTION ENGINEERING II 

B j X l O 5 > 

Figure 6. Effect of the inlet conditions on 
maximum reactor length to avoid temperature 

runaway (data as given in Table I) 

B j X 1 0 5 > 

Figure 7. Inlet conditions to avoid temperature run
away for various reactor lengths 

concerning the control of the reactor and the way this may be used to design 
control systems. For example, using Figure 6, graphs like Figure 7 can be 
constructed which show a plot of critical inlet temperature against critical inlet 
thermal load factor as a function of reactor length. Thus, for a particular 
reactor length, this graph shows how, if one of the inlet conditions is varied, 
the other should be adjusted to prevent the temperature runaway in the new 
steady state. This information has to be related to the dynamic changes but 
can be easily included in a computer control algorithm for a particular reactor. 
When a reactor is operating in the steady state at critical or subcritical condi
tions and a perturbation of one of the inlet variables occurs, a control algorithm 
indicates the adjustment on the other inlet conditions to compensate for this 
perturbation. It is essential that this adjustment does not lead to temperature 
runaway in the new steady state; thus, some form of check or constraint on 
the control action is required. One method of checking is to integrate the bed 
equations at the new values of the inlet conditions. Unfortunately, this would 
be a lengthy process for a control algorithm, and undesirable behavior could 
occur before the control action takes place, especially when the reactor is 
operating close to the critical conditions. What is required, therefore, is a 
much more rapid check on the proposed control action; this can be provided 
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39. MCGREAVY AND ADDERLEY Heterogeneous Reactors 529 

by graphs like Figure 7. For a particular reactor length, the plot of critical 
inlet temperature against critical inlet thermal load factor, or concentration, 
can be fitted to a simple algebraic function. For example, the line for the 
reactor length corresponding to ζ = 1.0 in Figure 7 may be fitted to a function 
of the form: 

T0 — Ρ exp ( - £ 0 (1 + J3i)/Bi* + Q (9) 

where Ρ and Q are constants which may be determined by a simple regression 
analysis. Clearly, since the curves of Figure 7 form a family, a similar rela
tionship between TQ and Bi may be used for other reactor lengths by appropriate 
adjustment of Ρ and Q. This functional relationship between the critical inlet 
conditions for the reactor may be included in the control algorithm. Thus, 
once the new values of the inlet variables have been selected by the controller, 
Equation 9 may be used to rapidly check whether or not they will lead to a 
safe operating state. For example, if at the new value of inlet concentration 
the value of TQ computed by Equation 9 is less than the selected value of inlet 
temperature, then the new steady state will lead to temperature runaway, so a 
smaller value of inlet temperature is required. 

This procedure will be much quicker than any attempt at solving the bed 
equations and by providing more insight into the general behavior will lead to 
far better and more effective reactor control. Since the global stability of the 
reactor is essentially expressed by Equation 9 as a function of the inlet condi
tions, it may not be necessary to monitor the conditions in other parts of the 
reactor; this will depend on the tightness of the control and the type of per
turbations which are likely to occur. 

Conclusion 

A method of identifying regions of temperature runaway in fixed bed 
catalytic reactors was described which is expressed in terms of the intrinsic 
properties of heterogeneous systems. Use of this method in design and control 
of reactors was discussed. The results can be summarized in simple charts 
which give information about those inlet conditions and reactor dimensions 
which would lead to critical situations, thus enabling a full evaluation of the 
various reactor operating conditions. These charts may also be used in the 
development and implementation of computer control strategies for the reactor. 
This method can also be applied when other system constraints exist (e.g. a 
maximum reactor outlet temperature) even when these constraints do not 
coincide with the runaway criterion. Although the proposed criterion for tem
perature runaway has been developed for the steady state operation of the 
reactor, it may be used to give an insight into the dynamic behavior since it 
defines a region of parametric sensitivity in state variable space. 

Nomenclature 

AQ Pre-exponential factor in Arrhenius rate expression 
h Pellet radius 
C 0 Reference concentration (reactor inlet concentration) 
C A ' Concentration of reactant A in the fluid 
c p Heat capacity of the fluid 
Dv Effective radial diffusivity of the reactant in the pellet 
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530 CHEMICAL REACTION ENGINEERING II 

Dt Effective interstitial radial diffusivity in the bed 
e Bed voidage 
Ε Activation energy 
h Heat transfer coefficient at the pellet surface 
( — AH ) Heat of reaction 
kg Mass transfer coefficient at the pellet surface 
K f Effective radial conductivity of the fluid in the bed 
L Reactor length 
Rg Gas constant 
R Reactor radius 
r' Distance from reactor center line 
T c ' Coolant temperature 
Tt

f Fluid temperature 
Γρ' Pellet temperature 
U Overall tube-wall heat transfer coefficient 
u Interstitial fluid velocity 
Z' Distance from reactor entrance 

ρ Density of the fluid 
η Effectiveness factor 

Dimensionless Variables and Parameter Groups 
(~AH)DpC0Rg 

2bhE 
Β Dimensionless thermal load factor = B 0 X C A 

Bj Inlet value of Β 
C ' 

CA Dimensionless fluid concentration = -77-

Go 

G 4 

( l - e ) L P p 
b2ue 

R2upcp 

KfL 
3ftL(l -e) 

bupcpe 
RU 

N u w Wall Nusselt number = -g— 
4 Nu, 

N u * Effective overall wall Nusselt number = (4 + N u J 

r R Dimensionless radial coordinate in the reactor = r'/R 

Sh A Sherwood number = Dp 
R Τ ' 

t Dimensionless pellet temperature = g p 

R Τ ' 
Τ Dimensionless fluid temperature = —̂ =— 

h 

T0 Inlet value of Τ 
R Τ ' 

Tc Dimensionless coolant temperature = 8 c 

h 

7J 
Ζ Dimensionless axial coordinate in the reactor = — 

Li 
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40 

Investigation of the Multiplicity of Steady 
States with the Generalized Recycle Reactor 
Model 

TAI-CHENG YANG and HERBERT WEINSTEIN 

Department of Chemical Engineering, Illinois Institute of Technology, 
Chicago, Ill. 60616 

BARRY BERNSTEIN 

Department of Mathematics, Illinois Institute of Technology, Chicago, Ill. 60616 

The effect of incomplete mixing on the multiplicity of steady 
states and reactor stability is studied with the generalized recycle 
reactor model. This model represents an infinite number of states 
of micromixing at any given level of macromixing. The concept 
of segregation of mass is extended to include that of temperature. 
Two extreme cases in energy segregation are studied. The high 
thermal conductivity model behaves as an isothermal reactor. 
The low thermal conductivity model represents complete segre
gation of energy. The method of invariant imbedding is used to 
solve the equations. Conversion curves show that for a given 
residence time distribution, multiple solutions can exist at some 
states of micromixing whereas only a single solution exists at 
other states. Stable optimal conditions can be found for each 
mixing pattern by varying the adjustable inlet conditions. 

The multiplicity of steady-state operating points of chemical reactors has 
been studied for both varying reactor models and varying reaction models 

[see for example, Bilous and Amundson ( I ) , Aris (2 ) , and an excellent review 
of this work by Perlmutter ( 3 ) ] . Almost al l the analyses reported in the 
literature used the " ideal" plug flow tubular ( P F T R ) and backmix (or C S T R ) 
reactors, the P F T R with recycle, and the P F T R with axial and/or radial 
dispersion. The limitation of al l these models is that when using them to cal
culate chemical conversion, one usually can only couple a single description of 
the small-scale mixing, called micromixing, wi th each description of the gross 
mixing patterns which determine the distribution of holding or residence times 
of the reacting fluid. This latter type is called macromixing and is essentially 
a linear description of a nonlinear mixing process. 

The operation of a reactor is not, however, l imited to the discrete state 
of micromixing usually attached by a particular model to the state of macro-

532 
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40. Y A N G E T A L . Recycle Reactor Model 533 

mixing measured for that reactor. There are, in fact, an infinite number of 
micromixing states possible for any reactor which is described only by its 
residence time distribution ( R T D ) , except for the P F T R . Because the state 
of micromixing is not necessarily that described by a single parameter model, 
instabilities may not be discovered in reactor design with these models. It is 
important, therefore, to be able to search through a spectrum of possible micro-
mixing states for a given R T D to determine if multiple steady states can exist. 

In this paper a model is formulated for the behavior of an adiabatic 
reactor system in which macro- and micromixing states can be varied inde
pendently. This model is then used to investigate the effects of variable micro-
mixing on the number of steady-state operating points of a reactor system 
defined by its macromixing level or residence time distribution. The kinetic 
rate expressions used are limited to the nth-order type, and heat transfer across 
the boundary of the reactor system is not considered. 

Method 

Generalized Recycle Reactor Mode l for Micromixing. The R T D for η 
equal-sized C S T R s in series with recycle has been developed by F u et al. (4). 
The R T D 

ΕΤΛ,Ν 1 V * / R \m (R + l)mnnmntmn-l _ n(R+i)t / ix 

E i t ) = R h { r + l ) ^ (ran -IV. « ' 

has first moment t = V/q and dimensionless variance 
1 + nR 

n(l + R) 
(2) 

where R is the recycle ratio. Both E(t) and σ 2 have, as parameters, R and n. 
The dimensionless variance, σ 2 , or the first and second moments are usually 
taken to be enough information to describe the R T D because higher moments 
of experimental R T D curves are greatly affected by measurement error. Dohan 
and Weinstein (5) imposed two assumptions to this η stirred tanks in series 
with recycle model—viz., (a) allow for perfect mixing at the junction between 
the recycle stream and fresh feed stream, (b) operate the reactor internal to 
the recycle loop under a completely segregated flow condition. Thus, they 
separated the effects of micromixing and macromixing with a fixed ôr2. They 
showed that a negligible error is introduced because moments of the R T D 
higher than the second are not held constant. Holding σ 2 constant, one can 
vary η and R simultaneously to describe different levels of micromixing for a 
fixed state of macromixing. For the special case of σ 2 = 1, a single-stirred tank 
with variable recycle can be used to describe any level of micromixing. 

Addit ion of the Energy Balance Equation. To study the multiplicity of 
steady states of a nonisothermal reacting system, we must add an energy bal 
ance equation to the generalized recycle reactor model. To do this we must 
model the heat transfer within the reactor in a manner analogous to the model
ing of the mass transfer. The state of micromixing corresponds to this mass 
transfer modeling. 

W h e n the thermal conductivity is very high, heat transfers swiftly through 
the reacting fluid. In the limiting case of infinite thermal conductivity, tem
perature is uniform throughout the reacting fluid down to the molecular scale. 
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534 C H E M I C A L R E A C T I O N E N G I N E E R I N G II 

This statement defines our high thermal conductivity model. In this case there 
is no segregation of energy. O n the other hand, when the thermal conductivity 
is very low, heat transfer through the reacting fluid is very slow. . In the l imiting 
case of zero thermal conductivity, energy is completely segregated. This is our 
low thermal conductivity model. For an exothermic reaction, a "point" of fluid 
[defined by Danckwerts (6 ) ] is, according to the low conductivity model, 
exposed to low temperature when the concentration of reactant is high and to 
high temperature when the concentration of reactant is low. According to the 
high conductivity model, however, a point of fluid sees only a single tempera
ture during its passage through the reactor. 

W e limit ourselves here to these two limiting cases to describe the mode 
of heat transfer within the reactor. The model based on the generalized recycle 
reactor model with the temperatures is shown in Figure 1. A t point A , we 
allow perfect mixing. Inside the reactor, reacting fluid is completely segregated. 
Temperature is either completely segregated or uniform. 

q CR<-|)q 
V , GCT) 

q .ECÎ ) v 

T 0 , C A O A ' T mpAm 
V, GCT) 

?q 
T f , C A f 

Figure 1. Recycle flow system 

H i g h Thermal Conductivity Mode l for One-Stirred Tank with Recycle 
(£2 = iy p o r a S y S t e m with the dimensionless variance of the R T D , σ 2 , equal 
to 1, the degree of segregation is uniquely represented by the recycle ratio. 
W h e n R = 0, / = 1, the system is completely segregated. W h e n R -» °o, / -» 0, 
the system is completely mixed. Varying R from zero to infinity, we have a 
spectrum of intermediate degrees of segregation or micromixing. 

A mass balance at point A gives 

1 " + Τ - 4 - Β ^ Α Ι (3) 
A M ~~ 1 + # A O 1 1 + R 

where C A f is given by 

C A f (CA)batch G(t)dt (4) 

The first passage time distribution of a single-stirred tank is given by 

G(0 = - e ~i (5) τ 
w h e r e r = V / ( l + R)q. 
For an nth-order reaction 

^(C^batCh = - k (CA)%atch, (6) 

with initial condition C A ( 0 ) = C A m . 
W e have for a 1/2-order reaction, noting that reactant A w i l l go to complete 
conversion at time equal to ( 2 / f c ) C A m

1 / 2 in a batch reactor, 
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40. Y A N G E T A L . Recycle Reactor Model 535 

Cm - C A m - C A ^ 2 £ T + 1 /2 W [ l - exp ( - ^ f ^ ) ] (7) 

For a first-order reaction, we have 

C A , (8) 

Final ly , for a second-order reaction, we have 

C A f = CAm<xe«Ei (a) (9) 

where a = l/CAmkr, and # ι (α ) is the exponential integral. 
A n energy balance at point A gives 

1 T0 + — 5 — Tt (10) 
m ι + R ° ' ι + β 

and an energy balance over the internal reactor gives 

τ, = τ0 + ( 1 + R ) { - A g f i ) ( C A m - C A f ) (ID 

Substituting Equation 3 into Equation 11, we obtain 

T T - T 0 + C A ° ( " A F I Z ) Z A (12) 

ρ C ρ 
This gives a straight line for conversion vs. exit temperature. The intersection(s) 
of this (these) line(s) with the curve of the solution of mass balance equation 
is (are) the operating point(s) of this system. Calculations are straightforward. 
For a first-order reaction, Equation 8 is independent of recycle ratio. For the 
second-order reaction, the exponential integral can be evaluated by numerical 
integration or by a polynomial approximation. 

In the l imiting case R -» oo it can be shown that the asymptotic solution 
is given by (7) : 

ψ _ E/Rg 

In 1 " (13> 
Dxm

n 

where η is reaction order and D = k0CAo
n ~1 V/q. W e also note that xm = xt 

in the limit. 
L o w Thermal Conductivity M o d e l for One-Stirred Tank with Recycle 

(σ 2 = 1). In the low thermal conductivity model, batch reactor information 
on concentration and temperature are coupled. Mass and energy balances 
around point A give 

1 + t 4 - b * < (14) 1 + R ' 1 + R' 

^ - Γ Γ Λ + Γ Γ Λ * ( 1 5 ) 

A t the exit of the system, 

Xf = fœ Xbatch £(*)<& (16) 
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and yt = £ yb&uhG(e)de (17) 

where G(9) = exp (— Θ) for a single stirred tank. 
For an nth-order reaction, the batch reactor information is given by the 

equations 

~ = - Ke~A'v x» (18) 
du 

with initial conditions x(0) — x m , y(0) = ym, and where Κ = k0CAo
n~lr, A = 

E/RgTQ, and Β =— A A o . Equation 19 can be integrated for a given system 

with fixed physical properties to give 

y ~ Bx + (1 - B) (20) 

This integration of one of the differential equations i n the batch reactor de
scription still does not make the solution straightforward. Because of the non-
linearity, Equations 18 and 19 cannot be solved analytically in terms of the 
initial conditions. A n imbedding technique is used to obtain the numerical 
solutions and is presented below. 

for the l imiting case R -» oo, the asymptotic solution is given by (7) : 

T0 = Pxm - Ρ - E / R * 
, 1 - Xm (21) 

D x m
n 

where Ρ = ~~BT0, a positive number for exothermic reactions, and D = k0 

C A O W _ 1 V/q. W e note again that in the asymptotic case, xt = x m . 
H i g h Thermal Conductivity Mode l for η Stirred Tanks in Series with 

Recycle (σ 2 < 1). For the model of η equal-sized stirred tanks in series with 
recycle, σ 2 = 1 / n ^ , where n m i n is the number of tanks with R = 0. This case 
of n m i n , R = 0, corresponds to segregated flow. As η increases from n m i n to 
infinity, R increases from zero to R m a x , and the degree of segregation falls 
from one to its minimum value corresponding to the maximum mixedness state 
for that σ2. W e consider second-order reactions only. 

It is shown [ F u et al. (4 ) ] that the first passage time distribution in this 
case with total volume of reactors equal to V is given by 

n η fn-l zZL* 
G® - ^ h î y . e τ ( 2 2 ) 

Defining the dimensionless time as θ = nt/τ, we have 

G ^ = Ô T ? Î ) Ï E ~ E ( 2 3 ) 

Thus for a second-order reaction with uniform reactor temperature 

C A f = C A M / n j r de (24) 

/

" θη~ι β~θ 
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40. Y A N G E T A L . Recycle Reactor Model 537 

where C A M is given by Equation 3. The energy balance is given by Equation 
12. Equation 24 is integrated numerically, and the intersections of the integral 
with Equation 12 represent the solutions for this case. 

L o w Thermal Conductivity M o d e l of η Stirred Tanks in Series wi th 
Recycle (σ 2 < 1). W e consider this case with second-order kinetics only. The 
batch reactor behavior then takes the form, 

~ = - Κ e-Aiyx* (25) 
do 

with initial condition, x(0) =xm, and where y = Bx + ( 1 — B), K = k0CAo τ/η 

Thus 

f [xWlbatch γ——de ( 2 6 ) 

ο (η — l) ι 
Again, Equations 14, 25, and 26 are solved by the method of invariant 
imbedding. 

Solution by the Method of Invariant Imbedding. The solution of integral 
and differential equations can be reduced to solving a family of initial-value 
problems by combining invariant imbedding techniques (8). W e demonstrate 
the technique here with the solution of the low conductivity model in a single-
stirred tank for second-order reactions. 

Equation 25 has the initial condition, x(0) = X m ; X m is one of the parame
ters of this equation. Let us differentiate Equation 25 for η = 2 with respect to 
xm, holding R fixed. W e get 

d dx _ dx 

ΘΘ dxm ~ v dxm 

(27) 

where 

ρ - - Κ χ ( ^ + ή e x p { - A / y ) 

Κ Αχ2/ Β Bx\ . A . , dT0 

y = Bx + (1 - B). 

For a given χ(θ), Equation 27 is a differential equation for dx/dxm. Let φ(χιτϊ,θ) 
be the solution of 

^ = ΡΦ, Φ (xm, 0) - 1 (28) 

By variation of parameters we seek u such that dx/dxm = φη satisfies the i n -
homogeneous Equation 27. W e have 

dx 

dXm 

= Φ (Xm, Θ) [^V1
 (xm, ξ) q (Xm, ξ) άξ + l ] (29) 

φ can be solved from Equations 25 and 28, 

φ = exp (A/ym - A/y) (30) 
X m 

where ym = Bxm + (1 - B) 
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Substituting Equation 16 into Equation 14 and differentiating with respect to 
xm, we have 

:m ~R f * ( 9 ) [ f (ξ) ψ - 0 + f - τ) e x p (~ A / y ) d{\e_e * 
Equations 20, 30, 31, and 29 must be solved. W e take η equally spaced mesh 
points 0 = θ1 < θ2 < . . . < θη, 6k+1 = k62, k = 1, . . . , η — 1 along the 
θ axis. For each mesh point 0̂  there is a corresponding χ(θ{). After expressing 
the integrations in terms of the mesh points by a numerical integration formula, 
we obtain from Equation 29 a set of η simultaneous ordinary differential equa
tions. To start the solution we must first seek a set of * = 1, . . . , η at 
a particular R and T 0 which is to be used as the initial conditions in Equation 
29. Using Equations 29 and 30, these equations are readily solved to the 
desired accuracy by the invariant imbedding technique. To suppress errors 
which bui ld up after many steps, we correct our solution from time to time by 
Newton's iteration. 

Remits and Discussion 

To illustrate the effects of micromixing, calculations were made with all 
models discussed above with an arbitrarily chosen but reasonable set of physical 
constants: Ε = 3 Χ 10 4 , Rg = 1.987, k0 = 1 Χ 10 1 1 , C A o = 1, V/q = 100, and 
AHR - CAo/p C p = 150, each with a consistent set of units. 

The results are presented in Figures 2-5. The high conductivity model 
cases are shown as plots of conversion vs. exit temperature with recycle ratio 
(degree of segregation) as parameter. The energy balance line is also shown. 
The low conductivity model results are given as plots of conversion vs. feed 
temperature with recycle ratio as parameter. 

Single-Stirred Tank. The results for the single-stirred tank are presented 
for both V2- and second-order reactions. Figure 2 shows the V2-order kinetics 
for high and low conductivity cases. Consider first the high conductivity case. 
The interval of the Tt axis contained between the two parallel straight (energy 
balance) lines represents the range of exit (or inlet) temperatures for which 
multiple steady states are possible. For given inlet temperature and recycle 
ratio, multiple steady states are possible if the corresponding energy balance 
line has more than one intersection with the curve of constant recycle ratio. 
There is no unusual behavior visible because the maximum conversion occurs 
at the maximum mixedness condition. The region of multiple steady states is 
not really a function of the particular model of micromixing used. However, 
the low conductivity case in this figure exhibits some unusual behavior. M u l 
tiple steady states which are shown by multiple conversion values for a given 
inlet temperature exist only for about R > 0.5. For R < 0.5, there is only a 
single operating point for each inlet temperature. In both high and low con
ductivity cases, multiple steady-state operating points can be avoided by oper
ating at inlet temperatures above about 181°C while the lower limit on inlet 
temperature is not the same for both cases. One might be tempted to explore 
further the possibility of operating at low inlet temperatures, — 120°-140°C, 
and almost complete conversion indicated by this figure. 

The results for the high and low conductivity cases for the single-stirred 
tank and second-order kinetics are shown in Figure 3. These results differ 

R 
(31) 
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ι ι Γ 

REGION OF MULTIPLE STEADY STATES 

180 sfe - 1 —zfe— 1 —sou - 1 —sfe - 1 —"Sfe" 
EXIT TEMPERATURE , ° C 

HIGH THERMAL CONDUCTIVITY M O D E L 
i.o 

ξ .6 

J — - - i — i ^ U - ι χ . 

\ \ \ 1 

/ / A R = R m i n = 0 

/ / / R=.l 
/ / / R=.25 
/ / / R=-5 
/ / / R=l 
/ / / R=2 

/ / / R = 5 

1 1 ι ι ι - T ^ 

/ / / R = R m a x = O D 

1 1 1 1 1 .1 .....i 1 
110 120 140 220 240 160 180 200 

FEED TEMPERATURE, °C 
LOW THERMAL CONDUCTIVITY MODEL 

260 

Figure 2. Conversion as a function of temperature for RTD variance, 
σ2 — 1, V2-order reaction (physical constants given in text) 

from the previous cases in only two respects: (a) the segregated flow, R = 0, 
yields the maximum conversions for the high conductivity model; (b) the 
degree of the effects is different. The minimum inlet for which high conversion 
can be obtained without a multiplicity of steady states is still about the same. 
The lower bound on the inlet temperature for the multiple steady-state region 
is, however, higher than for the y2-order case, about 160°C. 

It is interesting to extend the criterion for stability to the model of one-
stirred tank with recycle, low conductivity case. One can show from the 
asymptotic solution, e.g., for the second-order reaction (7 ) , 
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1.0 j— 
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REGION OF MULTIPLE STEADY STATES 

320 360 200 240 280 
EXIT TEMPERATURE, °C 

HIGH THERMAL CONDUCTIVITY MODEL 

400 

R - R m a x = 

R=2 
R=l 

140 220 240 160 180 200 
FEED TEMPERATURE, °C 

LOW THERMAL CONDUCTIVITY M O D E L 

260 

Figure 3. Conversion as a function of temperature for RTD variance, 
σ2 = 1, second-order reaction (physical constants given in text) 

dT0 

dXm 

(32) 

For endothermic reactions, Ρ < 0, and we always have dT0/dXm < 0, which 
means the system is stable. For moderate exothermic reactions, Ρ > 0, and we 
still have dT0/dXm < 0 and a stable system. Only for highly exothermic reac
tions, Ρ > > 0, is dT0/dXm > 0, indicating that the system has a region of 
instability. 
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η-Stirred Tanks in Series with Recycle, σ 2 < 1. Calculations were made 
on the model of η stirred tanks in series wi th recycle, with both high and low 
conductivity cases and with second-order kinetics. The results for σ 2 = 0.5 
are shown in Figure 4, and those for σ 2 = 0.2 are shown in Figure 5. Both 
figures indicate there is essentially no micromixing effect for the high conduc
tivity model. The band of conversions caused by variation in micromixing, 
R = 0 to R m a x > is essentially a line. In these two figures the effects of micro-
mixing are more apparent in the results for the low conductivity model. The 
trends are the same as in Figure 3. As σ 2 becomes smaller, the permissible 

LOW THERMAL CONDUCTIVITY MODEL 

Figure 4. Conversion as a function of temperature for RTD variance, 
σ* = 0 .5 , second-order reaction (physical constants given in text) 
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FEED TEMPERATURE, ° C 
LOW THERMAL CONDUCTIVITY M O D E L 

Figure 5. Conversion as a function of temperature for RTD variance, 
σ* == 0.2, second-order reaction (physical constants given in text) 

amount of micromixing becomes smaller, and the effects of varying the micro-
mixing level must diminish (cf. the low conductivity case of Figure 4 with 
those of Figure 5 ) . The band of inlet temperatures which covers the range of 
large conversion change is much narrower for σ 2 = 0.2 than for σ 2 = 0.5. 

These latter two figures also indicate that calculations made for a reactor 
model which allows for a single value for the degree of segregation can give 
misleading results on the existence of multiple steady states. However, at least 
in these figures if the inlet temperature is chosen high enough either to avoid 
multiple states where the simple reactor model indicates their presence, or high 
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40. Y A N G E T A L . Recycle Reactor Model 543 

enough to obtain close to complete conversion in the case where the simple 
model does not indicate the presence of multiple steady states, then high con
version and a single steady-state operating point are ensured. Intermediate 
conversion cases cannot be discussed in detail here because the single set of 
physical constants chosen provides for a very large gradient in conversion over 
a short temperature range. 

Nomenclature 

A E/RgTQ, dimensionless 
Β AHRCAo/p CpT0, dimensionless 
C A Concentration of A , gram-mole/liter 
Cp Specific heat, cal/gram-mole, °K 
D k0 CAo

n~l V/q, dimensionless 
Ε Activation energy, cal/gram-mole 
Ε ( t ) Residence time distribution of a system 
G(t) First passage time distribution of internal reactors 
G ( Θ ) Dimensionless first passage time distribution of internal reactors 
Δ Η Κ Heat of reaction, cal/gram-mole of reactant 
/ Degree of segregation 
k Reaction rate constant, ( mole/ l i ter ) 1 " w / h r 
k0 Frequency factor 
Κ ka CAo

n ~ιτ/η, dimensionless 
η Order of reaction or number of tanks 
ρ Group of variables given by Equation 27 
Ρ AHnCAo/PCp,°K 
q Volumetric flow rate, l i ters /hr, or group of variables given by 

Equation 27 
R Recycle ratio 
Rg Ideal gas law constant, 1.987 cal/gram-mole, °K 
t Time, hr 
t V/q, hr 
Τ Temperature, °K 
V Total volume of reactor ( s ) , liters 
χ Dimensionless concentration, C A / C A o 

y Dimensionless temperature, T/T0 

Greek Symbols 

Θ ί / τ or nt/τ, dimensionless time 
I A dummy variable 
p Molar density, gram-mole/liter 
σ 2 Dimensionless variance of residence time distribution 
τ V/(1 + R)q,hr 
φ A parameter 

Subscripts 

f Leaving or final conditions 
m Inlet condition to internal reactor ( s ) 
ο Inlet or fresh feed conditions to a system 
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Experimental Study of Multiple Steady 
States in Adiabatic Catalytic Systems 

VLADIMÍR HLAVÁČEK and JAROSLAV VOTRUBA 

Department of Chemical Engineering, Institute of Chemical Technology, 
Prague 6, Suchbátorova 1903, Czechoslovakia 

Experimental results which can be used to model the behavior of 
a strongly exothermic reaction (carbon monoxide oxidation) in 
catalytic tubular systems is reported. Both one-phase and two-
phase models (plug flow, axial dispersion, cell model) were used. 
Theoretical results are compared with the experimental observa
tion of regions of multiplicity. The effect of inlet temperature, 
CO concentration, gas velocity, and length of the system on the 
region of multiplicity were studied experimentally. In an adia
batic tubular system, three distinct steady state profiles were ob
served. Experimental results on multiple steady states are pre
sented for both tubular packed bed and honeycomb structures. 
The applicability of various models is discussed. 

Simultaneous heat and mass transfer and exothermic chemical reaction in 
packed catalytic systems have been of great interest in designing and 

operating tubular catalytic reactors. Generally, for a strong exothermic reaction, 
multiple steady states can be expected. Whi le ignition-extinction phenomena 
can be easily observed, quantitative data are not available. 

This paper presents extensive experimental data on hysteresis phenomena 
in heterogeneous reaction systems for the oxidation of carbon monoxide over 
various catalysts. O n various catalysts this reaction proceeds by different 
mechanisms which are described by different rate expressions ( I , 2, 3). N u 
merous models of packed beds were tested. The study of packed beds is an area 
in which future development depends strongly on critical experimental (4, 5, 6, 
7,8) as wel l as theoretical evaluation (9, 10, 11, 12). 

Experimental 

To analyze the behavior of the C O oxidation reactor three types of catalyst 
were used: P d on alumina cylinders (5.6 X 4 m m ) , Pt on alumina spheres (dv 

= 3.4 m m ) , and C u O on alumina spheres (dp = 3.4 m m ) . The honeycomb-
structure catalyst was prepared from porous block alumina ( L = 6 cm, dv = 
3 mm, ε = 23) and was activated by C u O or Pt . 

The P d catalyst was a commercial product (0 .2% Pd) while the unsup
ported cupric oxide catalyst was prepared by alkaline precipitation of cupric 

545 
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nitrate according to the procedure devised by K e n Nobe (13) . The Pt catalyst 
(0.4% Pt) was obtained by impregnating the catalyst carrier with a solution 
of N a 2 P t C l 6 , followed by reduction with sodium formate. After washing and 
drying, the catalysts were activated in situ at 220°-250°C for — 48 hrs in pure 
oxygen. The catalyst maintained its ful l activity during an experimental run. 

Oxidation of C O was studied in an adiabatic tubular reactor provided with 
an evacuated jacket covered by silver coating. A schematic of the reactor setup 
and a flow diagram of the apparatus are in Figures l a and l b . In each run the 
axial temperature profile was measured, and the composition of the exit gas 
was analyzed by the thermal conductivity cell . F low rates of C O and oxygen 
were measured by variable-area flowmeters. Addit ional details concerning the 
experimental apparatus and procedure are available (14). 

Figure la. Laboratory tubular adiabatic 
16 reactor 

1 inlet for reacting gas 
2 gas exit 
3 auxiliary thermocouple 
4 glass beads 
5 catalyst 
6 evacuated jacket with silver coating 
7 internal tube 
8 external tube 
9 thermocouple 

10 ground joints 
11 silicon rubber packing gland 
12 thermowell 
13 rubber wheels 
14 connection to temperature recorder 
15 auxiliary preheater of inlet gas 
16 scale 
17 pointer 

Results 

The measurements on the adiabatic tubular reactor showed that exit con
version or temperature depend on certain parameters. The effects of initial 
temperature, inlet concentration, velocity, length of the bed, and reaction rate 
expression were studied. 
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Figure lb. Schematic of apparatus 
1 
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4 
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storage tank with formic acid 17 
stopcocks 18 
micropump 19 
heated flask with concentrated sul- 20 

furic acid 21 
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needle valve 
thermometer 
difference manometer 
reactor and thermostat 
capillary flowmeter 
thermal conductivity detector 
thermostat 
recorders 
reference thermocouple bath 

Effect of Inlet Temperature. The inlet temperature strongly affects the 
exit conversion because of the exponential dependence of the reaction rate con
stant on temperature. For a strong exothermic reaction i n a tubular adiabatic 
system hysteresis phenomena can be observed. Figure 2 grapically compares 
the hysteresis loops measured for C u O , P d , and Pt catalysts; the inlet C O con
centration was 3 % . The circles are the measured steady states, the arrows 
show the orientation of the hysteresis loop, and the dashed lines are the ignition 
and extinction transitions. The hysteresis loop for the C u O catalyst is short 
(15°-30°C) while the platinum catalysts are more apt to result in multiple 
steady states—i.e., the hysteresis amounts to 30°-120°C. Figure 3 shows two 
steady-state profiles measured experimentally for a C u O catalyst in the region 
of the multiple steady states. 

Effect of Inlet Concentration of Carbon Monoxide. In several experiments 
the exit conversion was followed as a function of inlet C O concentration. The 
results are shown in Figure 4 for P d and C u O catalysts. 

For a P d catalyst, decreasing inlet C O concentration increases the reaction 
rate, resulting in a jump to the upper steady-state. Obviously the lower steady 
state disappears. O n the other hand, for a C u O catalyst, for lower inlet 
C O concentration the upper steady state is extinguished, and a lower steady 
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state results. Obviously there are significant differences in reaction rate expres
sions for C O oxidation on both catalysts. 

Effect of Inlet Gas Velocity. The gas velocity affects heat and mass 
transfer between the particles and flowing gas as wel l as the axial dispersion 
and heat conduction phenomena. Residence time influences exit conversion. 
For a reactor operating near the extinction boundary, increase of inlet velocity 
results in a sudden decrease of exit conversion. Sometimes this effect is called 
blowout (cf. Figure 5a) . O n the other hand, for a very active catalyst a de
crease of inlet velocity leads to an ignited upper steady state (Figure 5b ) . 

Figure 6 compares the shape of axial temperature profiles for different 
inlet velocities. The higher the inlet velocity, the more enlarged is the tem
perature profile. 

Effect of Reactor Length. Recent theoretical studies (9, 10, 11, 12) have 
shown that for higher Peclet numbers—i.e. for longer beds—multiple solutions 
disappear. This conclusion was supported by our observations. For a bed 
packed with a C u O catalyst, multiple solutions disappeared with a bed length 
higher than 12 cm while for the Pt and P d catalysts, multiple steady states were 
observed for a bed of 30 cm (i.e. for P e M ^ 180) (cf. Figure 7 ) . Extrapolation 
of this observation indicates that multiple steady states occur also for high 
Peclet values. This agrees with our recent theoretical findings ( I I ) . 

200 

200 T[°C] 

Figure 2. Dependence of exit con
version on inlet temperature: (a) CuO I 
AhOs (3% CO, L = 8.9 cm, Re = 
40); (b) Pd/AWs (3% CO, L = 6.8 
cm, Re = 75); (c) Pt/AltOs (3% CO, 

L = 10.3 cm, Re = 58) 
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300 

GLASS BEADSO CATALYST L GLASS BEADS 

Figure 3. Typical temperature profiles in the bed. Region 
of multiplicity (CuO/AWs, 4% CO, Re = 26, To = 

166°C). I, Y = 0.81; II, Y = 0.42. 

Figure 4. Dependence of exit conversion Y 
on CO inlet concentration: (a) Pd/Al$Os (Re 
= 100, L = 32 cm, To = 124°C); (b) CuO I 

AhOs (Re = 34, L = 8.9, To = 148°C) 
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ο 

0,5 

50 100 Rz 

Figure 5. Dependence of exit con
version Y on Reynolds number (Re): 
(a) CuO JAW, (4% CO, L = 8.3 cm, 
To = 166°C); (b) Pd/AlsOs (4% CO, 

L = 6.8 cm, To = 145°C) 

Figure 6. Effect of the inlet velocity on the shape 
of temperature profiles. CuO/ALOs (L = 6.8 cm, 
To = 124°C, 1% CO). I, Re = 75, Y = 0.99; II, 

Re = 150, Y = 0.98; III, Re = 218, Y = 0.99. 
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Measurements on Honeycomb-Structure Catalyst. To compare the be
havior of the packed catalytic bed with the honeycomb catalyst, C O oxidation 
was studied for identical inlet conditions. Figure 8 shows typical dependencies 
of inlet temperature (T) vs. exit conversion (Y) for P d and C u O catalysts. 
Apparently the behavior of the honeycomb catalyst is similar to that of the 
packed bed; however, the domain of multiple steady states is wider. For a 
honeycomb-structure, the effect of axial heat transfer is more pronounced be
cause of higher thermal conductivity. A detailed examination w i l l be presented 
elsewhere (12). 

0 5 10 15 20 , , Λ 25 30 
L[em] 

Figure 7. Dependence of exit conversion on reactor 
length. Pd/AWs (3% CO, Re = 63, To = 124°C). 

Occurrence of Three Steady States in Packed Bed. A detailed experi
mental exploration of temperature profiles in the reactor packed with the C u O 
catalyst showed near the extinction boundary three steady-state axial tempera
ture profiles which were easily reproducible (Figure 9 ) . Profile I was adjusted 
as follows: the reactor was heated to 148°C in the presence of pure oxygen 
only; after attaining the steady state, pure oxygen was replaced by 4% C O in 
oxygen at the same inlet velocity. The steady-state profile d id not change 
in 8 hrs. 

Profile II was obtained after a short temporary increase of initial tempera
ture to 170°C. After returning the inlet temperature to the original value, a 
profile developed in 4 hrs. The shape of the profile d id not change during 6 hrs. 

Profile III was obtained after a short temporary increase of the inlet C O 
concentration to 1 5 % . The steady state was attained after 3 hrs, and the re
actor was run without any change in this steady state for 8 hrs. The experi
ment was repeated in the sequence I, II, and III with the same results. 

Discussion 

Measured temperature profiles and extinction and ignition phenomena can 
be used to discriminate between rival transport models for packed catalytic 
beds. Whi le great effort has been devoted to problems of discriminating be
tween kinetic models, a systematic study of transport models based on experi
mental data does not exist. Behavior of packed catalytic beds has been investi-
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gated using a one-phase diffusional model. The study of other models remains 
theoretical. Hence, our primary objective was to compare directly eight dif
ferent transport models under identical experimental conditions to see whether 
it was possible to fit the data by an appropriate model. 

The reaction data were measured in a laboratory recycle reactor and after 
the discrimination procedure the "best" reaction rate expressions were chosen 
(Table I ) . Kinetic parameters were calculated with the modified version of 
Marquardt's method (15) . 

To determine the temperature profiles we had to use empirical correlations 
to evaluate the necessary parameters in transport equations. T h effective axial 
thermal conductivity was calculated from our own results (16); axial mass 
dispersion was evaluated from Gunn's results (27) . Coefficients of heat and 
mass transfer between the particle and the flowing gas were determined from 
equations recommended by Satterfield (18) and Aerov (19). These data are 
also reported in Table I. 

1,0 

Y 

0,5 

; 0 u T QQ ' ο , ο » ο· 

50 100 150 r .200 

ι I I 
y 

1 
1 
1 

t 
J 

\ 

Î 
1 
1 

a , ο ο 
J 

d 

50 100 150 200 

Figure 8. Dependence of exit conver
sion Y on inlet temperature To. Honey
comb structure, (a) CuO (2% CO, Re t= 
152); (b) CuO (6% CO, Re = 152); (c) 
Pt (2% CO, Re = 152); (d) Pt (4% CO, 

Re = 152). 
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400 r 

553 

τ 

300-

200 

100 

• 

η 

1 L. t L - J 1 1 1 i 

I 

GLASS 
BEADS 

CATALYST GLASS 
BEADS 

Figure 9. Three steady-state 
temperature profiles in packed 
bed. CuO/AWs (4% CO, L = 
8.9 cm, Re = 52, To = 148°C): 
I, Y = 0.25; II, Y = 0.99; III, 

Y = 0.99. 

Table I. Reaction Rate Expressions of C O Oxidation on Different Catalysts 
and Experimental Values for Main Model Parameters 

Catalyst 

P t / A l 2 0 3 

P d / A l 2 0 3 

C u O / A l 2 0 3 

Kinetic Expreesion 

R » 

R 

R 

k Pcopp2 

1 + Kpco 

k pco pp2 

(1 + Κ pco)2 

k pco 

Ε 

[Kcal/mole] 

12.5 

16.4 

22.9 

A 

1.98 Χ 105 

2.28 Χ 106 

8.04 Χ 106 

K[atmrl] 

105.1 
(at 60°-210°C) 

206.2 
(at 55°-210°C) 

[R] 
void fraction 
ν ρ dp 

β 
ν dp 

De 

ν ρ c p dp 

a 

£ 
ν 
length of bed 

α 

υ Ρ c p 

ν 

Gram-mole CO/min Grams Catalyst 

0.34 — 0.45 

8.4 

2 

-62.7 

- 3.2 

0.2 — 0.42 

6.12 —12.3 cmVcm 3 

0 — 3.2 

3.5 —30.2 cm 

0.01 — 0.05 

0.01 0.05 
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Β 

D 

Ε 

F 

G 

H 

Type of Model 

dl 

A 
u k 

dl 

Table Π. Transport Models Describing Heat 

Mass Balance 

- v ^ + R(ch T) = 0 

- + kca(a - Ci.) = 0 

kMd - ds) - R(ciB, TB) = 0 

y — 

dl 

It 
dl 

mh m\ mX Τπλ 

^ mx WA mh 

D e < w - " i i + R ( c « T ) = 0 

kca(a - d.) - R(ciB, Tu) = 0 

ν S (ci* - Ci* " 1 ) + V R (ci*, Tk) = 0 

S[v(d<- Ci*" 1) - ç(ci* + 1 - ci*)] + VR(ak, Tk) = 0 

uS(ak - Ci* " 1 ) 4- Vkca(ak - Ci* " 1 ) = 0 
fcca(ci* - c i s *) - #(cie, TB

k) = 0 

S M c i * - Ci* " 1 ) - g(ci* + 1 - ci*)] + 
+ V kca(ck - Cis*" 1) = 0 
kca(ak - c i 8 *) - R(cÏ8

k, T 8*) = 0 

To demonstrate the agreement between experimental data and theoretical 
descriptions, eight different models, reported in Table II were used. The first 
four descriptions are based on the quasi-continuum approach; the last four 
have discrete character. W e assumed that the experimental laboratory reactor 
was completely adiabatic. Thus, radial heat and mass transport are not 
included. 

Table II reports the models used along with heat and mass balance equa
tions. For cell models with axial mixing, backmixing was calculated after com
paring mixing characteristics of the cells with a diffusion model (see Ref. 20). 
Figures 10 and 11 show observed and calculated dependencies of inlet tem
perature T0 vs. exit conversion ( Y ) . 

H o w wel l do the calculated and measured curves Y = f(T0) agree for 
different catalysts? Figure 10 shows the results for a P d catalyst (dv = 5.6 m m ) . 
The one-phase model describes the lower and upper branches quite well . Of 
course, there is no sudden discontinuous transition from one branch to the 
other; however, a steep increase in the exit conversion as a result of inlet tern-
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and Mass Transfer in Packed Catalytic Reactors 

Heat Balance 

- vgcp ^ + (- àH) R(a, Τ) = 0 

Specification 

piston flow model 

- ugcp ^ + α a(TB - Τ) = 0 

aa(TB - Τ) - (- ΔΗ) R(clB, ΤΒ) - 0 

piston flow model 
with external transfer 

k* W ~~ * ρ ° ρ S + (~~ A H ) R ( C i > T ) = ° dispersion model 

<#2 
wpcp ^ + αα(ΤΒ - Τ) = 0 

αα(Γ 8 - Τ) - ( - Δ # ) jR(c i s, ΤΒ) - 0 

dispersion model 
with external transfer 

t>pcp - Τ*"*) + 7 ( - Δ # ) R ( a k , Tk) = 0 cell model 

pcp S[v(Tk - - - T7*)] + 
+ F ( - Δ # ) J?(cifc, Γ*) = 0 

cell model with axial 
mixing 

wpcp £(T* - T*-i) + aaF(T B
f c - Γ*) = 0 

aa(T8* - Tk) - ( - ΔΗ) #(ci8*, Τ*) = 0 
two-phase cell 
model 

pcp S[u(Tk - Γ*-ΐ) - g(!F*+i - T*)] + 
+ Vaa(TB

k - Tk) = 0 
αα(Γβ* - Τ*) - ( - ΔΗ) R ( a k , TB

k) = 0 

two-phase cell model 
with axial mixing 

perature increase was calculated. The prediction of the jump from the low con
version to the upper conversion region is subject to an error of 10°C. The 
model cannot predict multiple steady states. The one-phase piston flow model 
may be sometimes used successfully to describe reactor behavior i n the region 
of low parametric sensitivity. The two-phase piston flow model can describe 
the sudden transition from the low to the upper conversion region as wel l as 
predict the measured points on the upper branch. The model does not predict 
the extinction at 60°C. The other two-phase models—i.e. the one-phase dis
persion model and the sequence of simple stirred tanks with and without back-
mixing—are much better in predicting ignition temperature. As far as the 
upper branch is concerned, all models with feedback features are satisfactory, 
but they cannot predict the extinction point. 

Agreement between the measured and calculated dependences Y = f(T) 
for a Pt catalyst is similar to that for the P d catalyst; however, the superiority 
of the two-phase models is not obvious. W e could not evaluate experimentally 
the extinction point because, for the inlet temperature T 0 = 30 °C, the upper 
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556 C H E M I C A L R E A C T I O N E N G I N E E R I N G II 

state was still observed. Two models predict the extinction temperature which 
is in complete disagreement with the observations. 

Interphase transport determines the ignition temperature. Apparently the 
intraparticle mass transfer must be incorporated in the transport equations to 
predict the extinction point also. It is a formidable task to handle simultane
ously both external fields along with the interphase and intraparticle transport 
(21); however, work is in progress. Ax ia l heat transfer strongly affects the size 
of the particular hysteresis loop. In the bed packed with small catalyst particles 
and in the honeycomb structures the extinction temperature is shifted toward 
lower values—i.e., the axial heat transfer enlarges the region of multiplicity. 
This effect is, of course, compensated by intraparticle mass transfer. To fit the 
models we have adopted the dependence of the inlet temperature on the exit 

1,0 

Y 

0,5 

1,0 

Y 

0,5 

ο o o o ο op u υ o u 

100 TJ-C] 200 

ο o o o ^ ο o o o ^ f KJKl J Ο O O 

ft Ο n n J 
100 zrcj 200 

200 

200 

to -

Y 

0.5 

ioo Trc] 200 

1 1 0 0 U'c] 200 

200 

Figure 10. Measured vs. calculated dependencies of exit conversion and inlet 
temperature for Ft catalyst 
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Figure 11. Measured vs. calculated dependencies of exit conversion and inlet 
temperature for Pd catalyst 

conversion. The temperature profile measured in the bed is usually influenced 
by the thermocouple probe. 

Conclusions 

Experimental observations revealed the following: 
For integer-power reaction rate expressions, the lower the formal order, 

the more prone the system is to multiplicity. W i t h higher values of adiabatic 
temperature rise, the domain of multiple profiles is enlarged. A long packed 
bed suppresses the occurrence of multiple profiles. For strong axial heat con
duction, the region of multiplicity is enlarged. To fit the experimental observa
tions with a model description one must consider axial heat and mass dispersion 
along with the interphase and intraparticle effects. However, the resulting 
complex models give rise to very complicated computations. To predict the 
ignition boundary the intraparticle transfer can be neglected. 
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558 C H E M I C A L R E A C T I O N ENGINEERING II 

Nomenclature 

a external surface of catalyst, m 2 / m 3 

A pre-exponential factor 
Cj, c i s concentration of component i in gas phase, on catalyst surface, 

kmole i / m 3 

cp specific heat, k c a l / m 3 

D e effective diffusivity, m 2 / s e c 
Ε activation energy (cf. Table I ) , kcal /kmole 
( — Δ Η ) heat of reaction, kcal /kmole 
k, Κ rate and equilibrium constants (cf. Table I) 
kc mass transfer coefficient, moles/sec 
ke effective axial thermal conductivity, kcal /mole sec°K 
I axial coordinate, m 
L length of catalytic bed, m 
Pco> P02 partial pressure of carbon monoxide, oxygen, atm 
q backflow velocity, m/sec 
Re Reynolds number based on mean interstitial velocity and particle 

diameter 
S cross sectional area, m 2 

Γ, T s , T 0 temperature of gas, solid phase, inlet gas, °K 
u mean interstitial velocity, m/sec 
ν gas velocity based on empty tube, m/sec 
V volume of mixer in cascade, m 3 

Y outlet conversion 
a heat transfer coefficient, k c a l / m 2 sec °K 
p gas density, k g / m 3 
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42 

The Use of Mathematical Models in 
Developing an Acetic Acid Process 

JOHANN GAUBE 

Chemische Werke Hüls AG, 437 M a r l , Postfach 1180, West Germany 

Acetic acid is produced by oxidation of butene with air or oxygen 
over solid catalysts containing vanadium. An acetic acid process 
is developed as an example in which kinetic models and mathe
matical process models are used. The kinetic model describes the 
conversion rate of butene and the selectivity of acetic acid and 
byproducts as a function of reaction temperature, pressure, and 
composition of the reaction gas. Then, models for various pre
liminary process designs are developed which allow the calcula
tion of the main stream of material and energy as a function of 
the process parameters. The cost of raw materials, utilities, and 
investment is calculated as a function of the process parameters. 
It is then possible to find the optimal process parameters for the 
various process designs. 

In the last 10 years acetylene as a feedstock for acetic acid manufacture has 
been mainly replaced by olefins such as ethylene and butènes. The interest 

is chiefly on processes that are based on butene since to an increasing extent 
C 4 fractions are obtained as byproducts of ethylene production by way of 
hydrocarbon pyrolysis. First of a l l , butadiene and isobutene are separated 
from these C 4 fractions. The remaining mixture of n-butene and butane (ap
proximately 10 -20% butane) may then be used, for instance, by the two-stage 
Bayer process (I ) : 

+ 0 2 

C 4 H 8 + C H 3 C O O H -> C 2 H 5 C H C H 3 > 3 C H 3 C O O H 

I 
OCOCH3 

R. Brockhaus (Chemische Werke Hii ls A G ) has developed catalysts over 
which acetic acid can be obtained with a selectivity of about 5 0 - 6 0 % by gas 
phase oxidation (2, 3, 4, 5, 6): 

C 4 H 8 + 2 0 2 -> 2 C H 3 C O O H (C0 2 , CO, H C O O H as by-products) 

After the catalysts were developed and suitable reaction conditions were 
roughly defined, extensive tests were done to determine the functional rela
tionships between the conversion and product selectivity and the reaction 

561 
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562 C H E M I C A L R E A C T I O N E N G I N E E R I N G Π 

parameters. A t that time consideration was already given to the technical 
design of a new process, whereby various possibilities of technical feasibility 
were revealed. First the scope of reaction variables was defined, within which 
the above mentioned relationships had to be examined. 

The catalysts developed by Brockhaus (3, 4, 5) are mixed oxides of vana
dium with titanium, antimony, or t in. Over these catalysts butènes can be 
oxidized by air to acetic acid in the presence of steam at 170° to 250°C with 
selectivities up to 6 0 % based on the carbon which is present in the butene. 
Reaction can be done at normal pressure and higher pressures. Intermediates 
such as acetaldehyde and acetone are obtained, which can easily be further 
oxidized to acetic acid. Carbon monoxide, carbon dioxide, and formic acid 
are undesired oxidation byproducts. The presence of water vapor is required 
to achieve sufficient selectivity of the acetic acid formation. A i r or oxygen 
can be used as oxidation gas. 

Various Processing Methods 

The mode of operation should preferably be approximately isothermal 
since with rising temperature the reaction proceeds increasingly towards total 
oxidation to C 0 2 . Heat removal from the highly exothermal reaction is very 
important. For a process with a fixed-bed catalyst, the only reactors to be 
used—analogous to the process for the oxidation of ethylene oxide—are tube-
bundle reactors with catalyst-filled tubes of diameters less than 35 mm, which 
are cooled by a heat transfer agent or by boiling water. The temperature in 
the tube does not exceed that of the coolant by more than 20°C. The lengths 
of such reactors range between 3 and 10 m. 

Figure 1. Explosion limit in the system C^Hs-Or-Nt 

The composition of the reaction gas is restricted by the explosion limit 
of the system butene-oxygen-inert gases because for a commercial process no 
explosive gas mixture may be present in any part of the plant. Figure 1 shows 
the explosion limit of the system (measurement done by Grosse-Wortmann, 
Chemische Werke Hi i ls A G ) . 

When a mixture of air and butene is passed through the reactor once, the 
fraction of butene in the gas must not exceed 0.9 vol % . Higher fractions of 
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R e c y c l e G a s 

S t e a m 

B u t e n e 

A i r 

B u t e n e R e c o v e r y 

R e a c t o r ^ V 

R e c y c l e G a s 

S t e a m 

B u t e n e 

A i r 

C r u d e A c e t i c A c i d 

B u t e n e R e c o v e r y 

actor R e a c t o r 

C r u d e A c e t i c A c i d 

Figure 2. Recycling alternatives 

butene are not admissible unless the fraction of oxygen is much lower ( <7 vol 
% ). Such levels of oxygen can easily be achieved by recycle gas operation. 
First estimates have shown that the recycle system results in lower costs than 
those of a process using a once-through gas passage. Two alternatives are 
shown in Figure 2 (7 ) . 

(1) The gas leaving the reactor is subjected to condensation, and the 
gas, which has been branched off from the waste gas stream and for the most 
part freed from acetic acid and water, is then fed into the reactor as recycle gas. 

(2) Subsequent to the take-off of a quantity of gas corresponding to that 
of the waste gas, the gas leaving the reactor is recycled back to the reactor 
without cooling. The reaction product is condensed in the waste gas stream. 

The second case is of interest because (a) the condenser is smaller, (b) 
a greater part of the reaction heat can be utilized as steam, (c) a more con
centrated acetic acid can be obtained because no steam is added from outside. 
As a result of the recycle gas system, water vapor is also present at the reactor 
inlet; the water was formed by the side reactions leading to C O and C 0 2 . The 
selectivity of the acetic acid formation slightly decreases since acetic acid 
accumulates in the reaction gas and is therefore oxidized to an increasing extent. 

Pilot PL·nt and Evaluation 
The pilot plant (Figure 3) permits experiments to be carried out in all 

reaction areas which correspond to the various processing methods mentioned 
before (6) . In this way it is possible to recycle crude acid condensate to 
simulate the second recycle process. The test parameters used in the preliminary 
tests are temperature, pressure, butene feed, steam feed, recycle of condensate, 
and addition of air. 

The reaction depends directly on the concentrations in the reaction space. 
Reactor calculations for any arrangements and dimensions of the reactor cannot 
be made unless the correlation between reaction rate, temperature, and concen
tration of the reaction components is known. For kinetic evaluation the material 
streams at the inlet and outlet of the reaction tube were calculated for each test 
by electronic data processing. 
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A i r 
B u t e n e -
S t e a m -

W a s t e G a s 
( A n a l y s i s , M e a s u r e m e n t of F l o w ) 

R e c y c l e G a s 

Τ, L , D 

NOo2 No 2 

N0 B N B 

NOAC Ν AC 

NOH 2 O N H 2 

No, • 

C o n d e n s a t e R e c y c l e 

C o n d e n s a t e 
( A n a l y s i s , M e a s u r e m e n t of F l o w ) 

Figure 3. Oxidation of butene: testing plant 

Kinetic Equations 

^ C H s C O O H 

c 4 H r ^ — > Z P (CHsCHO; C H S C O C H ; 
^ C i ( C O ; C 0 2 ; HCOOH)<«— 

Τ - e t ^ " i T O T T c *- « * ( " E « / R V <2> 

Τ Γ - - ' ( Ϊ 7 ^ Γ ) ^ ( 3 ) 

dC*c dC* _ CZZP dCzv _ 1 dCCl 

dt dt 2 dt 2 dt w 

The system consists of three equations corresponding to the course of 
the reaction scheme with its fu l l arrows. Equation 1 describes the conversion 
of butene. Equation 2 describes the formation and conversion of intermediates 
(acetaldehyde, acetone, and others). It is assumed that all products are 
formed via intermediates ( Z P ) . Equation 3 describes the formation of Ct 

compounds ( C O , C 0 2 , H C O O H ) . Acetic acid formation results from E q u a 
tion 4. In all equations the total pressure does not influence the course of the 
reaction. The independence of the pressure strictly applies to higher pres
sures, starting from about 5 bars. A t pressures below 5 bars the reaction rates 
decrease slightly. Selectivity however, is largely independent of total pressure. 
According to Brockhaus ( θ ) , the concentration of oxygen has very little influ
ence on the reaction rate of acetic acid formation if the mole fraction Y 0 2 > 
0.03. In the range of 0.03 < Υ θ 2 < 0.08 the influence of oxygen concentration 
on the selectivity of acetic acid formation is very small. Accordingly, Υ θ 2 is 
not included in the kinetic equations. 

Equation 1: Conversion of Butene. The dependence of the reaction rate 
on the concentration of butene and acetic acid can be described by a term 
similar to an adsorption isotherm. As far as the surface coverage of the catalyst 
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42. G A U B E Acetic Acid Process 565 

is concerned, butene and acetic acid probably compete. However, no state
ments shall be made here on microkinetics since the kinetic term includes also 
the mass transfer in the catalyst pellet. Figure 4 shows the reaction rate vs. 
the butene and acetic acid concentrations. For low acetic acid concentrations 
the dependence of the reaction rate on the butene concentration is low whereas 
it is pronounced at higher concentrations of acetic acid. 

0 0,02 0,04 0,06 0,08 
Y B ( m o l e F r a c t i o n ) • 

Figure 4. Reaction rate vs. mole fraction of butene 

Equation 2. The second term of Equation 2 which describes the conver
sion of the intermediate is also formulated as an adsorption isotherm. This 
formulation reveals that the conversion rate of the intermediates decreases with 
the increase of the acetic acid or butene concentration. Thus the concentra
tions of the intermediates increase in the gas phase in these particular cases. 

Equation 3: Formation of Byproducts C 0 2 , C O , and H C O O H . Because 
of the numerous possibilities of obtaining Ct compounds, it was hardly pos
sible to find a term commensurate with the physical-chemical processes. There
fore a formal term was chosen. The formation of C x byproducts can be 
described as function of the ratio Î / H 2 O / ? / A C > of the mole fraction of butene yB 

and of the temperature. 
Equation 4: Formation of Acetic A c i d . The formation of acetic acid is 

calculated by a balance equation for carbon. For a T i , V catalyst, prepared 
according to Brockhaus (5 ) , the constants of the set of equations are 

k0i = 2.12 Χ 101 3 kmole/m 3 hr k& = 420 kb = 260 Ε AI = 15,400 cal/mole 

ko2 = 2.72 X 107 kmole/m 3 hr E A 2 = 6000 cal/mole CZZF = 2.15 

Different catalyst preparation charges may have different catalyst activities. 
This mainly affects the constants kot, ko2, and koS. The influence on the other 
constants can be neglected. The dependences of formation of C x byproducts 
applying to reaction states with an acetic acid mole fraction of yAC > 0.02 in 
the reaction gas, which is caused by the recycle process without cooling of 
recycle gas, are approximately given by the equation: 

(τΡ)- -* -(£)*—-» (-»)(¥) « 
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566 C H E M I C A L R E A C T I O N E N G I N E E R I N G II 

(""ĉ O' 2/Hao, yAC are the mean values in the reactor, y*m is the mole 
fraction of butene at the reactor outlet kQz = 17.2, n\ = —0.12, n 2 = —0.24, E AI = 
2240 cal/mole. 
The kinetic model can be applied to reaction states characterized by the fol 
lowing ranges of parameters. 

temperature, 170°-230°C 
pressure, 10-30 bars 
total gas feed (per tube) , 400-1200 mole /hr 
reactor diameter, 0.02-0.03 m 
reactor length, 3-10 m 
mole fraction of acetic acid, yAC > 0.02 
pellet size of catalyst, 3-8 mm 

6 4 

6,2-

' 6,0 

5,8· 

= 2,12 10 1 3 e x p ( - 1 5 U 0 
R T 

2,0 2,1 2,2 2,3 

• 1 0 J / Τ Γ Κ ) 

Figure 5. Oxidation of butene: Arrhenius diagram 

For reaction states with an acetic acid mole fraction of yAC < 0.01 in the 
reaction gas, caused by the recycle process with cooling of recycle gas the 
structure of Equation 3a is the same. The constants are different; n 2 decreases. 

2,0 

1.5 

f ( Y B ( E ) ) = 0, 6 5 8 · YB^'E) 

i 
• ·· 

0.01 0,02 

- Y B ( E ) ( m o l e F r a c t i o n ) 

0,03 

Figure 6. Total oxidation vs. butene content (reactor outlet) 
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42. G A U B E Acetic Acid Process 567 

Figure 4 shows the reaction rate as a function of mole fractions of butene 
and acetic acid for a special set of constants given above. For some experiments 
average reaction rates and those corresponding to Equation 1 are marked. 

If the values obtained for kx are plotted for different temperatures accord
ing to Arrhenius, the points lie on a straight line (Figure 5 ) ; the formal energy 
of activation of about 15 kcal /mole can be derived from the slope. 

Figure 6 is concerned with the influence of butene concentration. A de
crease in butene concentration from yB = 0.03 to 0.002 implies an increase 
in the formation of C1 products by about 5 0 % . The results of experiments 
marked in Figure 6 were obtained at temperatures of 200°C. 

B y means of further estimated equations of the form y{ — α{ + h{T, the 
intermediate ZP and the C1 compounds can be divided into the various com
ponents ( C H 3 C H O , CH3COCH3 ; C 0 2 , C O , H C O O H ) . The consump
tion of oxygen and the formation of water are then derived from balance 
equations for hydrogen and oxygen. 

The kinetic model permits the calculation of material streams at the reactor 
outlet as a function of the streams at the inlet, the temperature in the reactor, 
the tube diameter, and tube length. The radial temperature profile in the 
reactor which should not be neglected is taken into account by a mean tem
perature according to 

T(r) is calculated by a simplified model including the energy balance. It is 
only the convective mass transfer which is considered in the reactor calculation. 
The flow rate is assumed to be constant along the reaction tube. 

dNi *D*dCi M . . m M n 

N Z Η20|· 

N Z 

N Z N 

0 2 -

B u t e n e R e c o v e r y 

I n t e r m e d i a t e s 
N R G ι = N , - N K , 

-©-| N K R | 

N K R , = ^ . N , 

T 0 2 

| P , T , L , D | V 

N Z | N O 1 = N K R j • N Z | Ν1 = f ( N 0 | , T , L , D ) 
( K i n . M o d e l ) 
Ν = Ζ Ν 

NK| = g [ ( N | - N K R , ) J K , P J 

D e h y d r a t e d 
C r u d e A c i d 

Figure 7. Oxidation of butene: process model 

Process Model 
A process model of the recycle process without cooling the recycle gas is 

illustrated in Figure 7. The stream leaving the condenser (temperature T K ) 
is divided into the dilute crude acetic acid and the waste gas. The recovery 
of butene from waste gas can be done by absorption. The dilute crude acid 
is dehydrated by azeotropic rectification. 
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Raw Materials 

Utilities 

Investments 

Table I . Cost Items 
butene 
oxygen 
electrical energy 

steam 

cooling water 

air compression 
recycle gas revolution 
azeotropic rectification of dilute 
acetic acid for dehydration 
rectification to regenerate the 
solvent for butene recovery 
recovered steam generated by 
cooling of reactor is subtracted 
dehydration 
butene recovery 

reactor 
catalyst 
rectification column for dehydration 
compressor (air) 
compressor (recycle gas) 

The formulas which form the mathematical process model are marked in 
Figure 7. The boxed-in parameters are the variables of the model. The 
material streams are calculated by iteration which is started on the basis of 
estimated input streams. The convergence of the calculation is satisfactory. 

The process model permits the calculation of a complete material flow 
diagram. O n this basis, the amount of heat to be removed from the reactors 
and to be exchanged in the heat exchangers can be calculated by an enthalpy 
balance. From these calculated material and energy streams, pressures and 
temperatures, butene, electrical energy, steam, and cooling water required 
by the various units for the manufacture of acetic acid can be calculated by a 
computer routine. Also the necessary investments as a function of the process 
variables could be calculated on the basis of the function of cost for the units 
that are variable in size. B y adding all cost items which depend on the process 
variables, a cost factor for the particular operating conditions is obtained which 
is suitable for comparisons of various operating conditions and process concepts. 
A l l cost items which are taken into account are listed in Table I. The cost 
factor refers to the unit of quantity of acetic acid produced. 

Process Studies 

For the following process alternatives, optimal operating conditions were 
calculated by parameter studies. 

(1) Process where the cycle gas is branched off after condensation: 

1 1 — if air is used 
1 2 — if oxygen is used 

(2) Process where the cycle gas is branched off prior to condensation: 

2 1 — if air is used 
2 2 — if oxygen is used 

The same model could be applied if oxygen were used instead of air. The 
nitrogen which is present in the system if air is used is partially substituted by 
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42. G A U B E Acetic Acid Process 569 

carbon dioxide and carbon monoxide. This substitution, however, does not 
affect the chemical reaction. The example of the parameter study in Figure 8 
shows only the tendency of relationships. Commercial realities make it impos
sible to give complete information at this time. 

For various butene feed streams, the cost factor as a function of the 
reaction temperature was calculated. The curves obtained showed a pro
nounced minimum. The increase in the range of lower temperatures is caused 
by the lower utilization of the relatively expensive reactor and by the higher 
costs for the recovery of butene while the increase in the range of higher tem
peratures is caused by the decreasing selectivity in the formation of acetic 
acid as a result of higher temperatures and lower butene concentrations. O p t i 
mal temperature and optimal butene feed values are thus obtained. The dotted 
curves indicate the range of reactor instability. Further studies concerning 
the remaining process variables lead to a set of optimal process variables for 
each process concept. The calculations show that the process concepts where 
the cycle gas is branched off prior to condensation are superior to systems 
where the cycle gas is branched off after condensation (7) . 

The savings that can be achieved by using smaller heat exchangers and 
better utilization of the reaction heat, through increased steam generation, 
lower energy consumption, and reduced investments in the dehydration of 
acetic acid outweigh the higher butene feed necessitated by the lower selec
tivity of the acetic acid formation. It is of crucial importance, however, that 
the butene concentration be kept at a sufficiently high level to counteract an 
increased total oxidation and to attain a sufficiently high reaction rate. To 

. , , , , m 
170 180 190 2 0 0 

R e a c t i o n T e m p e r a t u r e ° C 

Figure 8. Costs vs. reaction temperature 

ensure the best possible utilization of the expensive reactor, the possibilities for 
heat transfer from the reaction tube are exhausted to the greatest possible extent. 

The question as to which oxidizing agent—air or oxygen—should be used, 
cannot generally be decided because the oxygen costs which depend on local 
conditions play an important role. The situation is similar to that wi th ethylene 
oxide processes where both oxygen and air are used as oxidizing agents. 
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'Nomenclature 

C concentration, k m o l e / m 3 

C Z Z P C-number of intermediates 
D reaction tube diameter, m 
EA activation energy, cal /mole 
&οΐ> K2 reaction rate constants, kmole /m 3 hr 
^o3> ^a> constant values 
L reaction tube length, m 
ΝΖτ feed stream, component I, kmole /hr 
NOt stream component I, reactor inlet, kmole /hr 
Ν ι stream component I, reactor outlet, kmole /hr 
ΝΚΒ.τ recycle stream, component I, kmole /hr 
R gas constant, cal /mole °K 
Τ reaction temperature 
χ reaction tube length, m 
y mole fraction 

Subscripts 
A C acetic acid 
Β butene 
Z P intermediates 
C i C i compounds: C Q 2 , C O , H C O O H 
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Removal of SO2 from Waste Gases by 
Reaction with MnOx on Gamma-Alumina 

P. J. W. M. VAN DEN BOSCH and W. A. DE JONG 

Laboratory of Chemical Technology, Delft University of Technology, 
Julianalaan 136, Delft, The Netherlands 

Sulfur dioxide can be removed from oxygen-containing waste 
gases by reaction with MnOx on γ-alumina between 300° and 
600°C. Since reduction of the resulting Mn-sulfate with hydro
gen is reasonably rapid at 475°C, isothermal swing operation 
with a fixed-bed reactor system is theoretically possible. This 
paper deals with the complex "pseudo-autocatalytic" reduction 
mechanism. Experiments in a thermobalance gave kinetic data 
which were used in calculations with a mixed homogeneous/ 
heterogeneous fixed-bed reactor model. The results of the calcu
lations agree semiquantitatively with experimental data obtained 
on a fixed bed containing Mn-sulfate on γ-alumina. 

Waste gas desulfurization is one way to eliminate sulfur dioxide pollution 
in flue gases produced by burning sulfur-containing fuels and in stack 

gases of smelters and sulfuric acid plants. 
Several methods for sulfur removal from stack gases are based on simul

taneous reaction of S 0 2 and 0 2 with a solid sorbent consisting of or containing 
an oxide from which a stable sulfate can be produced. Since such processes 
should be regenerative to avoid secondary soil or water pollution, the sulfate 
must be decomposed thermally or chemically. If reductive regeneration can be 
done at about the same reactor inlet temperature as the sulfation, fixed-bed 
reactors can be used, thus avoiding attrition problems associated with pneumatic 
transport of the solid ( I ) . Such a fixed-bed process is the Shell F G D , in which 
the reactive solid is copper oxide on alumina (2) . 

W e expected that manganese oxide would also be a suitable agent for 
S 0 2 removal because the literature indicates that simultaneous sorption of S 0 2 

and 0 2 by M n oxides is possible. Calculations suggest that the reduction of 
M n sulfate with H 2 is thermodynamically possible at moderate temperatures. 
Since preliminary experiments indicated that sulfation and reduction with H 2 

both proceed at acceptable rates with MnO^, on γ-Α1 2 0 3 at 475°C, a program 
was set up to establish whether the following cyclic regenerative process is 
feasible: 

( 1 ) Sorptive reaction of S 0 2 and 0 2 with MnO^. on a highly porous carrier 
which provides a large surface area as well as minimum diffusional resistance 
to the reaction; 

571 
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572 C H E M I C A L R E A C T I O N E N G I N E E R I N G II 

(2) Reduction of the sulfate formed on the carrier with H 2 , giving regen
erated solid and a gaseous product with a high sulfur content. 

Literature Data on Process Chemistry 
General. Many sorption/regeneration cycles can be done with MnOw/ 

A 1 2 0 3 . The active oxide from which the sulfate is formed is a complex mixture 
of M n oxides containing M n 2 O a , formed by oxidation of initially formed M n O . 
A summary of a literature survey of the chemistry of sulfation and regeneration 
is given below. 

Sorption of S 0 2 / 0 2 . Three groups of papers on the sulfation of M n O 
and M n 2 0 3 by S 0 2 and 0 2 can be distinguished. In the first are the purely 
chemical studies—e.g., Hammick (3) and Davis (4) reported complex solid 
intermediate products, irrespective of the starting material, and agreed that 
the final product was invariably M n S 0 4 up to 800°C. Above 800°C the sulfate 
decomposes thermally. 

The second group contains kinetic studies of sulfation and oxidation of 
M n oxides. Ingraham and Marier (5) studied sulfation in a thermobalance at 
partial pressures of S 0 2 and 0 2 much higher than those in stack gases—viz., 
0.33 and 0.66 atm. Unfortunately, their data cannot be used here. 

In the third group are studies (6, 7) on the use of M n oxides in stack gas 
desulfurization. One of these describes (6) the use of fixed-beds of M n oxides 
for S 0 2 removal between 130° and 330°C. 

A coprecipitate of M n and A l hydroxides is recommended by A V C O Corp. 
(8) as a sorbent in a regenerative system. However, their experimental data 
do not agree with thermodynamic calculations; these predict that M n S should 
be produced upon reduction of M n S 0 4 by H 2 , but M n O and M n S are actually 
found, the M n O content being unexpectedly high. Uno et al. (9) describe 
the D A P - M n process, i n which S 0 2 is sorbed by an uncommon M n oxide of 
general formula M n 0 1 + i · n H 2 0 · (O < i < 1 and Ο < η < 1) . This solid, 
which is formed in a regeneration step consisting of precipitation of M n hydrox
ides with ammonia from M n S 0 4 solution, filtration, and subsequent oxidation, 
is very reactive towards S 0 2 as compared with various other M n oxides. 
Graham (10) studied the performance of a fixed bed reactor for the reaction 
of S 0 2 with M n 0 2 to give M n S 0 4 . A recent patent to Kennecott Copper Corp. 
(11) describes the desulfurization of oxygen-containing stack gases with solids 
containing M n O . Results show high conversion of the solid ( 10 -30% ) between 
100° and 400°C. 

Reduction of Sulfate. Reduction of M n S 0 4 wi th various agents has been 
studied by Ful ler and E d l u n d (12) , who found conversion to M n O and M n S 
which depend on temperature and amount of reducing agent. Their proposed 
mechanism involves reaction to M n S 0 3 and two possible subsequent reactions 
—viz., decomposition to S 0 2 and M n O and disproportionation to M n S and 
M n S 0 4 . The theory fits wel l the data of Cola (13) who studied the reaction 
of M n S 0 3 upon heating in a stream of N 2 and in an autoclave. In the autoclave 
M n S and M n S 0 4 were formed, no solid desulfurization taking place, but in 
the flow experiment an increasing amount of oxide was formed when the tem
perature was higher. The above literature indicates a temperature of at least 
600°C for reasonably fast and complete sulfate reduction. Although this is high, 
regeneration is feasible because the sulfate is stable in an oxidizing atmosphere 
up to 800°C. 

Oxidation of Acceptor. W h e n oxygen-containing gases are passed over a 
regenerated ΜηΟ,,./γ-Α1 20 3 acceptor, the solid is oxidized and a large amount 
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43. V A N D E N B O S C H A N D D E J O N G S02 from Waste Gases 573 

of heat is generated. Consequently, deactivation and sintering can occur. 
Among the possible oxidation reactions are those of M n S and M n O produced 
by previous sulfate reduction. Bourgeois et al. (14) quantified such heat effects 
in a modeling study of a fixed-bed reactor containing C u 2 0 on alumina. They 
found that a temperature peak as high as 100°C above the inlet temperature 
travels through the bed during oxidation to C u O . The oxidation of M n O has 
been studied by Moore et al. (15) and Pechkovskii et al. (16). The first group 
found M n 2 0 3 as the solid product whereas Pechkovskii detected also M n 3 0 4 . 
Although M n 0 2 is thermodynamically the most stable oxide at the conditions 
applied, the formation of this compound is not reported by anyone. Roasting 
of M n S was studied by Batsonov et al. (17) and Chagunava et al. (18). 
Appreciable desulfurization of the solid is observed if the temperature is kept 
below 980°C. 

Conclusions from the Literature Study. Most studies deal with unsup
ported M n compounds (except Ref. 8) ; we used a disperse system on γ-alumina, 
which may influence the course of some reactions. From the literature it appears 
that M n S 0 4 is likely to be the main, if not sole, product of the reaction between 
MnO^-containing acceptors, S 0 2 , and 0 2 . The reactions occurring during 
reduction with H 2 are probably very complex (see Table I ) . 

Experimental 

Materials. Acceptors containing M n compounds were prepared from: (1) 
γ-alumina 000-1.5E 6 (crushed and sieved to 0.6-1.0 mm) obtained from 
Ketjen ( A K Z O ) Amsterdam, surface area 241 m 2 gram" 1 , pore volume 0.7 cc 
gram - 1 , silica gel A T 23 (Gembo Chemie) , surface area 470 m 2 gram" 1 , pore 
volume 0.7 cc gram" 1 , and (2) high purity M n S 0 4 · 1 H 2 0 (Merck, D a r m 
stadt). The acceptors were prepared by impregnation methods; in most cases 
the procedure in Ref. 19 was used after modification for M n compounds. 

Equipment. A Cahn R G - H V thermobalance combined with a Perkin-
Elmer microfurnace/programing unit, a modified high-temperature Guinier-
Lamé x-ray camera, and an experimental unit containing a fixed-bed reactor 
were used. The x-ray camera showed changes in the solid during isothermal 
reaction. 

Figure 1 is a flow sheet of the equipment containing two fixed-bed reactors, 
quartz tubes of 8 mm i d and 300 mm long. Reactant gases were metered by 
a combination of Brooks E L F flow controllers ( 1 ) and Fisher-Porter Rotameters 
(2) . Electromagnetic valves (3) were operated by a t iming mechanism to 
control the complete cycle and feed gas composition for reactors R l and R2. 
Water was fed by special motor buret (4) in combination with electromagnetic 
valves. The gases were preheated, and water was evaporated in preheaters 

Table I . Possible Reactions 
I 
II 
III 
IV 
V 
V I 
VII 
VIII 
I X 
X 
X I a. 

M n 3 0 4 + 3S0 2 + 0 2 -> 3 M n S 0 4 

2 M n 2 0 3 + 4S0 2 + 0 2 -> 4 M n S 0 4 

6MnO + 0 2 -> 2 M n 3 0 4 

4 M n 3 0 4 + 0 2 - » 6 M n 2 0 3 

MnS + 2 0 2 — M n S 0 4 

2MnS + 3 0 2 -> 2MnO + 2S0 2 

M n S 0 4 + 4 H 2 - »MnS + 4 H 2 0 
M n S 0 4 + H 2 -> MnO + S 0 2 + H 2 0 
3 M n S 0 4 + MnS τ± 4MnO + 4S0 2 

MnS + H 2 0 <=± MnO + H 2 S 
3 M n S 0 4 + H 2 S -> 3MnO + 4S0 2 + H 2 0 
3 M n S 0 4 + 4H 2 S -> 3MnS + 4S0 2 + 4 H 2 0 
S 0 2 + 3 H 2 -> H 2 S + 2 H 2 0 

b. 
X I I 
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Figure 1. Twin-reactor flow equipment 

E l and E 2 . Samples of product gases were injected automatically into an 
on-line gas chromatograph (5 ) ; a fully automatic acidimétrie titration (6) in 
5% H 2 0 2 solution was also used to monitor product gases. In the G S C system 
the components H 2 , H 2 S , S 0 2 , and H 2 0 were separated at 130°C over a 3-m 
Chromosorb 104 column (7) using H e as the carrier gas. 

ι time (min) 

Figure 2. Influence of temperature on Reaction VII 

(Phydrogen = 0.73 Otm) 

Experimental Process Cycle . The reactor was filled wi th about 5 grams 
of acceptor. If the acceptor was in the sulfate form, it was heated to 475°C 
while passing through N 2 ; when this temperature had been reached, regenera
tion was started by introducing H 2 . After 50 min regeneration, the reactor was 
flushed with N 2 ; then a simulated flue gas was introduced which contained 
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known amounts of S 0 2 (say 0 . 4 % ) and O s . Sulfation was continued for 60 
min, the reactor was again flushed with N 2 , and a second cycle was started. 
Since almost all the sulfur is usually converted to S 0 2 upon regeneration, 
continuous monitoring of the gases leaving the reactor indicated whether sulfur 
recovery was complete. The high degree of automation allows life testing of 
acceptors; more than 1000 cycles were run with a promising acceptor. 

0 5 1 0 ^ 15 20 25 
time (min) 

Figure 3. Effect of temperature on Reaction XI 
(pHts = 0.05 atm) 

Results on Process Chemistry 

Sorption of S 0 2 . Thermobalance experiments (Figures 2 and 3 ) , x-ray 
data, and flow experiments prove that in the sorption phase of the cycle, sulfate 
is formed on the acceptor at 475°C according to: 

2 M n 2 0 3 + 4S0 2 + 0 2 -> 4 M n S 0 4 

O n a basis of mass balances we established that M n 2 0 3 is the active oxide, 
but we are not sure about its exact crystalline form. 

Examples of S 0 2 breakthrough curves obtained in the flow equipment are 
given in Figure 4. The amount of M n on the acceptor seems to have a marked 
influence on oxide conversion under dynamic conditions; presumably this 
results from diffusional retardation in the solid product layer, its density being 
smaller than that of the solid reactant. Similarly incomplete conversion was 
obtained when sulfating pure M n 2 0 3 and MnO^. on γ-alumina in the thermo
balance. Calculations show that rate of sulfation of MnO^. on γ-alumina is also 
l imited by pore diffusion, which necessitates an acceptor support of high porosity 
and surface area on which the M n O ^ is very finely dispersed. It was also found 
that the temperature, space velocity, and water content of the simulated flue 
gas have very little influence on acceptor capacity. 

Reductive Regeneration. The thermobalance experiments of Figure 2 
indicate that the temperature should exceed 550 °C when regenerating with 
H 2 . The main product is expected to be M n S , indicating that desulfurization 
of the solid is incomplete. Thus, it is surprising that H 2 reduces M n S 0 4 on 
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Figure 4. SOs breakthrough with various acceptors at 475°C (psog = 0.004 atm; 
poj = 0.05 atm) 

γ-Α1 2 0 3 rapidly even at 475°C, with fairly complete conversion of the solid 
sulfur compound into (mainly) S 0 2 (Figures 5, 6, and 7 ) . However, regenera
tion at 475°C is fast only when γ-alumina is used as the support for M n O ^ : 
neither unsupported M n S 0 4 nor M n S 0 4 on silica can be reduced with H 2 at 
acceptable rates at 475°C; at least 600°C is required for this reaction. These 
facts as wel l as the negative effects of water on the rate of regeneration (Figure 
6) are explained as follows: presumably the active species during regeneration 
with H 2 is H 2 S , formed initially by hydrolysis of traces of M n S originating from 
the slow reduction of M n S 0 4 wi th H 2 : 

M n S 0 4 + 4 H 2 -> MnS + 4 H 2 0 

MnS + H 2 0 - * MnO + H 2 S 

8 0 -

- 6 0 

6 0 - H 2 O 

0 2 0 4 0 60 8 0 

m t i m e ( m i n ) 

Figure 5. Conversion to S 0 2 and product composition 
during acceptor regeneration (Ύ = 475° C, GHSVE2 = 

120 hr'1; previous sulfation with dry gas) 
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Reduction of M n S 0 4 by H 2 S is much faster than with H 2 . The product is S 0 2 : 

3 M n S 0 4 -f H 2 S 3MnO + 4S0 2 -1- H 2 0 

In the fixed-bed reactor, S 0 2 is formed; further amounts of H 2 S needed 
for rapid conversion are produced by hydrogénation of S 0 2 with γ-alumina as 
the catalyst. Figure 8 shows that hydrogénation of S 0 2 is possible over γ -Α1 2 0 3 ; 

0 20 4 0 60 8 0 

t ime (min) 

Figure 6. Conversion to SOs and product composition 
during acceptor regeneration (conditions similar to those 

of Figure 15 but previous sulfation with wet gas) 

100 

Figure 7. Conversion to SO ζ and product composition 
during acceptor regeneration (T == 525°C; GHSVHt = 

120 hr'1; previous sulfation with dry gas) 
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Figure 8. Hydrogénation of SOg over y-alumina 
(450°C, GHSV = 6000, p s o * = 0.003 atm) 

silica activity is quite small or negligible under conditions where γ-alumina is 
an effective catalyst. Water supposedly retards the hydrogénation of S 0 2 , a 
phenomenon also found with the Claus reaction (27). Thus, the reactions which 
occur during regeneration wi th H 2 show ' pseudo-autocatalytic" behavior. The 
initial slow attack by H 2 on M n S 0 4 is followed by a rapid conversion of the 
sulfate with H 2 S , formed in situ from H 2 and S 0 2 , the gaseous product of the 
reaction between M n S 0 4 and H 2 S . To strengthen this qualitative and intuitive 
picture of the regeneration, we set up a model of a non-stationary fixed-bed 
reactor to simulate the reduction of M n S 0 4 on γ-alumina. 

Modelling of Regeneration in a Fixed-Bed Reactor 

M o d e l Equations and Assumptions. A mixed homogeneous/heterogeneous 
reactor model was derived. W e feel that Reaction X I a predominates over 
Reaction X l b when regenerating in a fixed bed. The two sets of rate equations 
included i n the model are listed in Table II . The mathematical model contains 
six homogeneous mass balances: three for gases, three for solid compounds, 
and one heterogeneous mass balance for water. The contribution of the solid 
phase—i.e., of adsorbed gases, to the mass balance for H 2 , H 2 S , and S 0 2 is 
negligible, but this is not true for water, which is adsorbed in appreciable 
amounts. P lug flow and isothermal operation are assumed, and transport re
sistances are considered absent. 

The mass balance for H 2 , H 2 S , and S 0 2 is as follows: 
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The mass balance for the solid components, M n S 0 4 , M n O , and M n S , is : 

1 7 = Σ vu n , (2) 
dt 

For water we have two mass balances: 

dpmo 

dl 
+ U (-IT) - V~j ( Σ VU H 2 0 . i r H 2 0 . i j + [ j * H 2 0 

- ( C ' ° " g
t f g ( " " < ) (PH2O) (1 - 9H2O) (3) 

= #ad.PH 20 (1 - 9H2o) - (Xde.Sn2o) (4) 

for J = 0 and t = 0: P H 2 = 0, PH 2O = 0, p H 2 s = 0, pso 2 = 0 

for I = 0 and * > 0: = 1, PH 2 O = 0, PH 2 S = 0, pso 2 - 0 

for Ζ > 0 and t = 0: = 0» PH 2O = 0, PH 2 S = 0, pso 2 - o, 

ΟΜΠΘ04 = 1, CnnO ~ 0, CMnS - 0 

These equations for the reduction are formulated as if the systems were 
homogeneous. This is permitted only when the reactive ingredient is so highly 
dispersed on the carrier that mass transfer limitations through the product 
layer can be neglected, when diffusion i n the pores of the carrier does not 
limit the rate, and when the particles of the reactive ingredient of the acceptor 
react homogeneously. These conditions appear to be fulfilled for the reduction 
of M n S 0 4 on γ-Α1 2 0 3 . The above partial differential equations were solved by 
the method of characteristics described in Ref. 20. 

Table I I . Reactions and Rate Equations Used i n Fixed-bed Simulation 
Set 1 

VII M n S 0 4 + 4 H 2 - » MnS + 4 H 2 0 r - fc,pH2CMnso4 

X I I S 0 2 + 3 H 2 -> H 2 S + 2 H 2 0 r = fc2pH2Pso2 (1 - *H,O) 
X I a 3 M n S 0 4 + H 2 S -> 3MnO + 4S0 2 + H 2 0 r = fc33oH2sCMnso4 

X MnO + H 2 S -* MnS + H 2 0 
Set 2 same as set 1 but Reaction X I a replaced by : 
X l b 3 M n S 0 4 + 4H 2 S τ± 3MnS + 4S0 2 " r = fc?pH2sCMnso4 

+ 4 H 2 0 

Kinet ic Data from Thermobalance Experiments. G E N E R A L A S P E C T S . C a l 
culations with the above model require knowledge of the kinetic parameters of 
the relevant reduction reactions. It is impossible to obtain such data on the 
various M n compounds on γ-Α1 2 0 3 from kinetic experiments in the thermo
balance. Strong adsorption of reactants and products obscures the weight dif
ferences from chemical reactions so much that reliable conversion data cannot 
be determined. Another problem is the adsorption of water on the carrier which 
occurs under reaction conditions. This is more serious because water retards 
the hydrogénation of S 0 2 to H 2 S over γ -Α1 2 0 3 , the key step which governs the 
overall rate of acceptor regeneration. Since the flow regime in the thermo
balance differs markedly from that in the fixed bed and since this regime is one 
of the factors which determine the water concentration on the surface, the rate 
of acceptor reduction in the thermobalance also differs from the rate in the 
fixed bed. 
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The only way to overcome these difficulties is to determine the kinetics of 
the reduction reactions involved from thermobalance experiments on the unsup
ported M n compounds. This poses the problem of converting the data on such 
model compounds into rate expressions val id for the disperse systems actually 
used in the process cycle because the dimensions of the reactive particles are 
vastly different in the two cases. The extent to which mass transfer limitations 
occur in thermobalance and fixed bed are expected to differ. 

This problem can be tackled as follows. The rate of the elementary reac
tion between solid and gas is taken to be first-order in each of the two reactants. 
If the concentration of the gas is expressed by partial pressure ρ and that of 
the solid in moles /kg solid reactant, the rate equation becomes: 

r w = kw ρ CB (5) 

In the "shrinking core model" for gas/solid reactions the dependence of the 
rate on the concentration of the solid reactant is neglected; nevertheless, this 
model holds quite wel l for a number of gas/solid systems because the reaction 
proceeds in a relatively thin zone, whose thickness is small compared wi th the 
particle diameter. This zone does not change in thickness over a relatively wide 
range of solids conversion as it travels inwards. In terms of rate Equation 5 
this implies that C s is constant, and the rate equation simplifies to: 

r w = k wpCe, ο (5a) 

in which C s 0 is equivalent to the reciprocal of the molecular weight: 

Τ w.pure solide = k ν,φΜ'1 (5b) 

However, with very small particles such as those in disperse systems like 
our acceptors, C s can no longer be considered constant. The reaction zone then 
is of the same order of magnitude as the dimensions of the reactive particles, 
which, in other words, react more or less homogeneously (21). Therefore, 
Equation 5 should be used in the regeneration model. 

Nevertheless, the basic kinetic parameter, fcw, can be found from experi
ments on solids which react according to the shrinking core model. Rate data 
for this model are usually expressed in terms of rates per unit surface area r 8 : 

r B = hp (6) 

Rate r s is related to the rate per unit weight, r w , according to 

r w - rJST (7) 

S r being the surface area per unit weight in the reaction zone. Since this quan
tity is considered to be independent of the conversion over a wide range (see 
above), it should also apply to the initial reaction zone—i.e., the outer surface 
S 0 , and it can, therefore, be calculated from the diameters of the particles used 
in the kinetic experiments. 

The above approach is similar to that followed by Schwab (22) i n a study 
of gas/solid reactions; it was also used by Mars (23) i n his study of the C O 
shift reaction on iron oxide catalysts. Mars related the frequency factor to the 
number of collisions of gas molecules with the surface, assuming that each 
collision leads to reaction. 

So far, diffusion effects have not been discussed, although in many cases 
diffusion resistances in the solid reactant and the product layer can affect the 
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overall rate of solid conversion. Models applicable to such cases have been 
developed by Shen and Smith (24) and by Szekely et ai. (25, 26). These 
authors also give criteria for establishing the possible occurrence of diffusion 
limitations. 

M O D E L A P P L I E D T O A N A L Y Z E T H E T H E R M O B A L A N C E D A T A . The criterion 
developed by Szekely (25, 26) was applied to show that intraparticle diffusion 
resistance affects the rates of the gas/solid reactions under the conditions pre
vail ing in the thermobalance. A similar conclusion was reached from calcula
tions based on the criteria of Shen and Smith (24): it appears that diffusion 
resistance cannot be neglected. Thus, we used one of the models of Shen and 
Smith (24)—i.e., the model incorporating diffusion in the particle and chemical 
reaction but no film diffusion, to describe the experimental results obtained in 
the thermobalance. The relevant equation is: 

θ = b f c , C ' ' p ^ M a 8 0 < < - {1 - (1 - 5)'"} j 1 + ^ (1 + (1 - « ) " ' - 2(1 - ξ)*·)} (8) 

The effective diffusivity used in Equation 8 was obtained as described by Shen 
and Smith (24). 

Nonlinear regression was applied to the thermobalance data using E q u a 
tion 8; this proved to be possible only with Reactions V I I and X I from Table I. 
The results of the sulfidation of M n O (Reaction X ) could not be analyzed in 
this way because the reaction d id not go to high conversion levels and was 
poorly reproducible. 

Figure 9. Measured conversions at 475°C (o) and 525° C (x) vs. those calculated 
with Equation 8 (Reaction XI; thermobalance experiments) 

Two examples of the quality of the fit of Equation 8 to experimental data 
of conversion against time are given in Figure 9. The fit of Figure 9, in which 
the effect of intraparticle diffusion is taken into account, is decidedly better 
than that of Figure 10, where diffusion resistance is neglected. Figure 11 
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shows Arrhenius plots of the rate constants ke of Reactions V I I and X I . The 
final rate Equations V I I and X I are given in Table III. 

Kinet ic Parameters used i n Regeneration Simulations. Table II lists two 
sets of stoichiometric equations to which simulations with the fixed-bed reactor 
model were applied. There are two possible stoichiometries for Reaction X I ; 
although accurate sulfur balance determinations of fixed-bed regenerations 
indicate that Reaction X I a is probably the correct one, independent evidence 
was sought from the simulation results that this tentative conclusion is correct. 
This aspect is also important because the sole solid product of reduction of 
M n S 0 4 or M n S 0 4 / y - A l 2 0 3 w i th H 2 or H 2 S is M n S when the reaction is done 
i n the thermobalance whereas fixed-bed reductions of the sulfated acceptor 
with H 2 result i n M n O and S 0 2 as the main products. 

Figure 10. Measured and calculated conversions for Reaction XI at 475° C (o) and 
525°C (x) with a model in which diffusion resistance was neglected (thermobalance 

experiments) 

A typical set of kinetic parameters used in the simulations is shown i n 
Table I V which also shows how the parameters were obtained. Rate constant 
k3 was assigned to Reaction X I a and X l b . Parametric sensitivity analysis was 
applied by varying some of the rate constants because there was still some 
uncertainty about a few of their numerical values. Selected results are given 
i n Table V . Table V I contains the numerical values of other chemical and 
physical properties substituted in the model. Results of some of the simula
tions are shown in Figures 12 and 13; the numbers of the curves correspond 
to those in Table V . 

Discussion 

Simulation results of Table V and Figure 12 show that reductive regenera
tion with H 2 is obtained only when Reaction X I a is included. Whenever 
Reaction X l b is assumed, regeneration is very slow or does not proceed at al l . 
This supports our conclusion from mass balance determinations that X I a is the 
correct reaction. 
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110 1-20 1-30 1-40 
m~ 1 / T .10 3 

Figure 11. Arrhenius plot of Reaction VII 
(o) and Reaction XI (x) 

Table III. Rate Equations Found for Reactions VII and XI 

r w . v i i » 1.5 Χ 1015 (exp - (67000/βΓ)) ρ Η 2 0 Μ η Β 0 4 
r w . x i - 9 X 10» (exp - (44400/flT)) PH 2 SCMHSO4 

Table IV. Typical Set of Kinetic Parameters 
Parameter Value Source 

ki 3 X 10~e thermobalance measurements 
kt 10-* extracted from Ref. 27 
k% 3 Χ 10" 1 thermobalance measurements 
k « 10~4 estimated from thermobalance data 
fc6 2 X 10" 1 estimated from thermobalance data 
fcadi varied 
A:dei varied 

W e consider the agreement between calculated and measured concentra
tion profiles of S 0 2 in the exit gas to be satisfactory in a semiquantitative 
manner (cf., Figure 7 and curve 11 of Figure 13). The agreement is not as 
good for water, presumably because incorrect values were assigned to the rate 
constants for water adsorption and desorption. Adsorption of water is probably 
much more complex kinetically than we assumed. Parametric sensitivity analy
sis shows that the system is insensitive towards changes in fc4 and fc5. Changes 
i n k3 and those of water desorption and adsorption have, however, large effects 
in the overall rate of sulfur removal during regeneration. 

Other calculations show that diffusional resistances are absent during 
regeneration of the sulfated acceptor. A modified Thiele modulus was used 
for this purpose; it is defined by : 

φ = 1/2dv (iffiy o) 
Effectiveness factors found from this modulus were generally higher than 0.90, 
except for acceptors with very high sulfate concentrations. 

Soon after H 2 is introduced, a reaction zone is established which travels 
through the acceptor bed as the regeneration proceeds. Ahead of the zone the 
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Table V. Results of Parameter Sensitivity Analysis of the Fixed-bed Model 

Simu kzfor 
lation9' k< Reaction: Results 

1 4 X 10"6 0 6 Χ ΙΟ"3 10"4 2 X 10- 3 X I a no reaction 
2 6 X 10"5 0 2 Χ ΙΟ"2 10"4 2 X 10" 3 X I a no reaction 
3 3 X 10" 6 10"2 6 Χ 10" 3 10~4 2 X 10- 3 X I a very low conversion 

to S 0 2 

4 3 X 10-6 10"2 18 Χ 10" 3 10"4 2 X 10- 3 X I a very low conversion 
to S 0 2 

5 3 X 10-6 10"2 3.6 Χ 10" 3 10"4 2 X 10- 3 X I a see Figure 12 
6 3 X 10-6 ΙΟ"2 3.6 Χ 10" 3 10" 3 1 X 10- 4 X I a no conversion 
7 3 X 10-6 10~2 1 Χ ΙΟ"1 10"4 2 X 10- 3 X I a see Figure 12 
8 3 X 10-6 10"2 1 X 10"1 ΙΟ"2 2 X 10- 3 X I a see Figure 12 
9 3 Χ ΙΟ"8 ΙΟ"2 2 X lO- i 10~4 2 X 10- 3 X I a see Figure 12 

10 3 X 10-6 ΙΟ"2 2 Χ 10" 1 10"4 2 X 10- 3 X I a see Figure 12 
11 3 X 10-6 ΙΟ"2 3 Χ ΙΟ"1 ίο - 4 2 X 10- 3 X I a see Figures 12 and 13 
12 3 Χ ΙΟ"6 ΙΟ"2 3 Χ 10"1 10- 4 2 X 10- 3 X I a Kdes = ΙΟ - 2 ; s e e 

Figure 13 
13 4 Χ ΙΟ"6 0 6 Χ 10" 3 10"4 2 X 10- 3 X l b no reaction 
14 6 X 10" 5 0 2 Χ ΙΟ"2 10"4 2 X 10- 3 X l b no reaction 
15 3 X 10-6 ΙΟ"2 6 Χ 10" 3 10- 4 2 X 10- 3 X l b low conversion to 

MnS and H 2 0 
16 3 X 10-6 ΙΟ"2 1.8 Χ 10" 3 10- 4 2 X 10- 3 X l b same 
17 3 Χ ΙΟ"6 ΙΟ"2 3.6 Χ 10" 3 10- 4 2 X 10- 3 X l b same 
18 4 Χ ΙΟ"6 ΙΟ"2 7 Χ ΙΟ"2 10- 4 2 X 10- 3 X l b same 

a Curves in Figures 12 and 13 have the same numbers. 

Table VI. Physical and Chemical Parameters 

CMnso4 = 0.6 mole/kgeoiid 
C m βχ = 4 Χ ΙΟ" 6

 m o le /m2 c a t 
dp = 6 Χ 10"5 m (in thermobalance work) 
dp = 10" 3 m (in flow experiments) 
Κ a d 8 = 10"1 atm - 1 /sec 
Kd6B = 10"1 sec"1 

L = 10"1 m 
M M n s o 4 = 0.151 kg/mole 
S = 25 X 104 mVkgcat 
ST = 79 m 2 /kg 
u = 3 Χ ΙΟ" 3 N m 3 / m 2 / s 
ε = 5 Χ 10"1 m3gas/m3reactor 
κ = 0 X .0224 atm/m 3

g a 8 /mole 
Ρ = 3.25 Χ 103 k g / m 3 

Pb = 1000 kg/m3
reactor 

solid consists of sulfated acceptor and the gas phase contains S 0 2 and water 
formed by the reduction of M n S 0 4 . Dur ing the first part of the regeneration, 
high concentrations of S 0 2 and water are present in the product gas. (cf., 
Figure 7) . Behind the reaction zone the solid contains mainly ΜηΟ/γ -Α1 2 0 3 ; 
traces of MnS are also present. The gas phase in this region consists of H 2 and 
some water, which is retarded by adsorption relative to the SOo (cf., Figure 7 ) . 

In the reaction zone three steps occur side by side: some S 0 2 is hydro-
genated to H 2 S and water over γ-alumina; the H 2 S thus formed reduces M n S 0 4 

to M n O and S 0 2 ; the equilibrium M n O + H 2 S " M n S + H 2 0 shifts to the 
right in the front end of the zone, where the H 2 S is relatively high; in the tail 
end of the reaction zone it shifts back to the left because water hydrolyzes the 
sulfide. Hydrogénation of S 0 2 is slow in this region because fairly high water 
concentrations are present. 
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50 

0 4 8 12 16 
t i m e (min) 

Figure 12. Examples of calculated product composition 
during regeneration 

This explains why small amounts of H 2 S emerge from the reactor toward 
the end of the regeneration (Figure 7 ) . The above sequence of events is obvi
ously impossible in the thermobalance, where a reaction zone cannot be estab
lished. A shortcoming of our model is that plug flow was assumed whereas 
with the relatively low flow rates used experimentally, a fair amount of back-
mixing must be expected. Backmixing may explain our observation that the 
regeneration of a sulfated acceptor in a fixed bed is substantially complete, 
whereas the model predicts low regeneration efficiency in the front end of the 
bed. It is not certain what the effects of including mixing in our model would 
be: with a pseudo-autocatalytic reaction sequence of the type postulated here 
mixing may wel l lead to increased rates of acceptor regeneration. A finite-stage 
regeneration model is now being developed in which allowance is made for 
mixing effects i n the bed. 

Conclusions 

(1) Fixed beds of MnO^/y -A lgO^ can be used in a cyclic regenerative 
operation consisting of sulfation with a simulated flue gas and regeneration 
with H 2 at the same reactor inlet temperature, viz., 475°C. 

(2) Reduction of the sulfated acceptor with H 2 in a fixed bed produces 
S 0 2 and smaller quantities of H 2 S . 

(3) Reduction of M n S 0 4 / y - A l 2 0 3 in the fixed bed gives ΜηΟ/γ -Α1 2 0 3 ; 
small amounts of M n S are also formed on the carrier. 

(4) When reducing M n S 0 4 or M n S 0 4 / y - A l 2 0 3 in a thermobalance, M n S 
is the main M n compound formed. 

(5) Our experimental observations can be explained on the basis of a 
pseudo-autocatalytic reaction sequence in which H 2 S is the active reduction 
agent; it is formed by hydrogénation of S 0 2 over γ-alumina in a reaction zone 
which travels through the acceptor bed. 
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50 

Figure 13. Examples of calculated product composition 
during regeneration 

(6) Simulation with a simple reactor model has contributed to our knowl
edge of the reduction process. 

(7) The use of rate Equation 5 gives very good results i n the fixed-bed 
simulations and appears to be justified for reactions between gases and highly 
dispersed solids. 

Nomenclature 

b stoichiometric coefficient 
C f t g concentration of gaseous reactant a, m o l e / m 3 

C t concentration of reactive solid i , mo le /kg 
C m a x maximum concentration of adsorbed water on γ-alumina, m o l e / m 2

c a t 

C s concentration of reactive solid, mole / k g 
dp particle diameter, m 
D e effective diffusivity, m 2 / s e c 
EA activation energy, cal /mole 
kw reaction rate constant defined by Equation 5, a tm _ 1 / sec 
kH reaction rate constant defined by Equation 6, m o l e / a t m / m 2 / s e c 
K a d s adsorption rate constant, atm _ 1 / sec 
K d e s desorption rate constant, sec"1 

I axial coordinate, m 
M molecular weight, kg /mole 
pi partial pressure of component i , atm 
p t outlet partial pressure of S 0 2 , atm 
pQ inlet partial pressure of S O 2 , atm 
fjj reaction rate of component i in reaction j , mole /kg /sec 
r g reaction rate defined by Equation 5, mole /kg /sec 
r w reaction rate defined by Equation 7, mo le /m 2 / s e c 
S specific surface, m 2 / k g c a t 

S 0 specific outer surface of particles, m 2 / k g 
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t 
Τ 
u 

specific surface reaction zone, m 2 / k g 
time, sec 
temperature, °C or °K 
superficial gas velocity, N m 3 / m 2 / s e c 

Greek Letters 
ε bed porosity, m 3

e a s / m 3
r e a c t o r 

θ coverage 
conversion factor, atm m 3

g a s / m o l e 
specific weight of solid, k g / m 3 

specific weight of fixed bed, k g / m 3
r e a c t o r 

stoichiometric coefficient of component i in reaction j 
conversion 
theoretical time for complete sulfation of available M n , sec 
Thiele modulus 
reaction time defined by Equation 8, sec 

κ 
Ρ 
Pb 

τ 
φ 
Θ 
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Comparison of One- and Two-Phase Model 
Predictions for Adiabatic Packed Bed 
Chemical Reactors 

DIETER VORTMEYER, KLAUS J. DIETRICH, and KURT O. RING 

Technische Universität Munchen, 8 München 2, Arcisstrasse 21, West Germany 

Mathematical models for packed bed chemical reactors can be 
divided into two groups: (1) homogeneous or one-phase models, 
and (2) heterogeneous or two-phase models. Although the models 
are based on different physical assumptions, both describe such 
important aspects of reactor behavior as multiplicity of reaction 
states, ignition and extinction, hysteresis, and migrating reaction 
zones. We demonstrate that both models are equivalent if the 
second derivatives of gas and solid temperature profiles are 
the same. Temperature dispersion by heat transfer in the two-
phase model can be replaced by a dispersion coefficient in the 
one-phase model. The equivalence condition cannot be true in 
all parts of the profiles. Therefore, it is only approximately valid. 
Good agreement was found between the calculated results of 
both models concerning reaction states, ignition, hysteresis and 
moving reaction zones. 

Many numerical solutions of equations for the fixed bed exothermic reactor 
have been obtained. Numerical solutions of the heterogeneous or two-

phase model ( I ) and of the homogeneous or one-phase model (2, 3) led to 
results predicting ignition, multiplicity of reaction states, hysteresis, and moving 
reaction zones. Since there is no correlating formula between the heat transfer 
number h of the two-phase model (see Equations 1 and 2 and the flow-de
pendent part of the axial dispersion coefficient A a / f £ of the homogeneous model 
(see Equation 8 ) , model results are difficult to compare directly. Our goals 
are to derive an expression relating these coefficients to each other and to com
pare the numerical solutions of the one- and two-phase models. 

The idea of equivalence between homogeneous and heterogeneous models 
is not new. A n analogous situation occurs with isothermal mass exchange 
between solid and fluid phase when the fluid is flowing through a packed 
column. Using the two-phase model analytical solution of Lapidus and 
Amundson (4), van Deemter, Zuiderweg, and Klinkenberg (5) derived a 
dispersion term arising from mass transfer which can be added to other dis
perse mechanisms. Using a model different from ours, Green, Perry, and Bab-

588 
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44. V O R T M E Y E R E T A L . Models for Packed Bed Reactors 589 

cock (6) and Babcock et al. (7) considered the total dispersion of thermal 
energy in a packed bed to be the sum of the individual dispersive mechanisms 
occurring in the bed. In contrast to the above authors (5, 6, 7), who obtained 
their results essentially from the mathematical solution of their model, we 
obtain the one-phase model from the two-phase model, and the connecting 
relationship, directly via transformation of the differential equations for the 
two-phase model. 

Conservation Equations 

Energy Equations of the Two-phase Mode l . W e consider an exothermic 
reaction catalyzed at the inner and outer surface of the catalyst particle. These 
particles are heated by the exothermic reaction, and heat is transferred from 
the particles to the gas. A realistic model is the two-phase model with separate 
energy balances for the solid and gas phases: 

dT dT Gas: ε pa C G — = — m CG ha (Τ — θ) (1) 
at dx 

Solid: (1 - ε) ps c 8 f( « λ 0·" § + ha (Τ - Θ) - rAH (2) 

By a frequency response method Lit tman and Sliva (8) obtained Equations 
1 and 2 without reaction as the best fixed bed model at low Reynolds numbers. 
A l l dispersion processes could be attributed to the solid phase, where A 0

e f f was 
approximately the heat conductivity of the quiescent bed. Dispersion terms 
for the gas phase were small and negligible. The gas phase capacity term in 
Equation 1 can be neglected as Nusselt (9) d id . 

The numerical solution of Equations 1 and 2 together with the material 
balance equation (see Equation 10) gives temperature profiles for the gas Γ 
and solid Θ. Although the temperature of the gas is lower, both temperature 
profiles rise in a similar way as shown in Figure 1. The only major difference 
occurs near the end of the reaction. 

A n Equivalent One-phase Mode l . If one assumes the validity of the 
equivalence hypothesis that at each point the second derivatives of the tem
perature profiles are the same (or very close to one another), 

d2T = 32θ , « v 

dx2 ~ dx2 { } 

then it is shown (10) that the two energy equations, Equations 1 and 2, can 
be replaced by a homogeneous equation which allows the computation of the 
solid temperature: 

(Λ \ D E Λ *ff , M < L CG2\ 92θ · ο θ Λ rj (1 - ε) ps es - - (X 0e« + _ _ J - - mcG- - r AH (4) 

Since the derivation is easy, it can be repeated here. Add ing Equations 1 and 
2 gives: 

(1 - .) P S c 8 ft = - m co g + X - g - r AH (5) 

If the expression: 
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590 C H E M I C A L R E A C T I O N ENGINEERING II 

0 = m C G (s -s) 
is added to Equation 5, we obtain: 

(l-e)pscs^ - - ^ a S n o « « S - m c G — r <6> 

It follows from Equation 1: 

d(T - 0) = m C G 

dx ha dx2 

(7) 

Inserting Equation 7 into Equation 6 and using the equivalence hypothesis, 
Equation 3, leads to Equation 4. 

800 

Figure 1. Solid and gas temperature profiles from the two-phase model for an upper 
reaction state atu = 7.1 cm/sec 

The equivalence hypothesis provokes some questions. It is certainly not 
exactly val id at the low temperature point in Figure 1 where solid and gas 
temperatures start to rise separately, and it is incorrect near the end of the 
reaction zone where the solid temperature is greater than the adiabatic tem
perature. Nevertheless, it should hold reasonably wel l in large parts of the 
profiles. Since results for fixed beds without chemical reactions turned out 
wel l (10) , it seemed worthwhile to extend those calculations to chemical 
reactors. 

The postulated hypothesis, Equation 3, can only be fulfilled approximately. 
Assuming that Equation 3 is correct for most sections of the two profiles, then 
Equation 4 should give a correct temperature profile of the solid. From the 
way it was derived, Equation 4 is no energy conservation equation. Since for 
fixed beds wi th gas flow most of the energy is stored by the solid, Equation 4 
can be regarded as a pseudo-energy balance. Thus, Equation 4 becomes com
parable with the one-phase energy equation currently in use: 
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( Λ \ θ Θ 

(1 - ε) ps e s — - - m c G ^ + (Xoeff + 0.8 Re Pr λ α ) ~ - r AH (8) 
dx dx£ 

The temperature Θ is defined by Equation 8. Comparison of Equations 4 and 
8 leads to the conclusion that if the equivalence condition is fulfilled satisfac
torily, the following relation must hold: 

ha = 0.8 Re Pr \ G (9) 

The term on the right was measured at Re < 40 by Yagi et al. (11). The term 
on the left can be evaluated using the various experimental results for h. Ref. 
10 shows that the postulated equality of the terms in Equation 9 is supported 
by experimental results. To compare calculated temperature profiles for the 
fixed bed exothermic reactor, the material balance equation must be set up. 

The Mater ia l Balance. The two-phase or heterogeneous model for the 
concentration balance could be set up similar to Equations 1 and 2. Besides 
other effects, the model would have to contain mass transfer to and porous 
diffusion effects within the particles, effective axial diffusion processes, and 
the kinetics of the surface reaction. Such a model would require too much 
computing time, and the problem of measuring the kinetics without diffusion 
effects, particularly in high temperature ranges, would still exist. 

A way out of these difficulties is to measure the overall reaction rate as a 
function of catalyst temperature and of gas concentration under conditions of 
fixed-bed operation for gas flow velocity and particle size. Then, in a first 
approximation the overall kinetic function accounts for the various diffusion 
processes. W i t h this overall rate function the material balance for both models 
can be written for the case of negligible volume changes: 

U Ctotai — = — 
OX 

(10) 

inert catalyst inert 

X=0 x=L x=L, x=U 

Figure 2. Schematic of the packed bed reactor 

In Equation 10 the axial diffusion term is neglected because the author and 
Jahnel (3) discovered that for moving reaction zones the best agreement be
tween computations and experiments was obtained if the dispersion coefficient 
was represented by (negligible) molecular diffusion. The time-dependent 
capacity term is neglected because the dynamic behavior of the fixed-bed 
reactor is governed mainly by the heat capacity term of the solid. The smallness 
of the term can be proved numerically (12). 

Boundary Conditions. Calculations are performed for a catalytic reaction 
section which is imbedded between two extended layers of inactive particles 
with the same diameter. This situation is shown in Figure 2. If the inert 
entrance section is long enough, the inlet conditions for both models are at: 
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592 CHEMICAL REACTION ENGINEERING II 

X = 0 
Τ = T0 = θ (11) 

V - V o (12) 
For an adiabatic bed the exit conditions are at: 

χ = Lz 

Ϊ - 0 - Ι 
% - » <»> 

Initial conditions were chosen suitable for each problem. If there is no entrance 
section, the Danckwerts conditions apply for the homogeneous model. The 
equivalent boundary conditions for the two-phase model are presented in 
Ref. 10. 

Data for the Numerical Calculations. The catalyst bed consists of 0.43-cm 
diameter particles which are covered with palladium to catalyze ethane oxida
tion in air. The overall reaction rate was measured by Dietrich (12) in a 
differential reactor; the measured conversion rates could be represented at 
temperatures Θ < 820°K for ethane mole fractions 0.03 < y < 0.05 by three 
successive mathematical expressions (oxidation in humid a i r ) : 

(1) θ < 599°K 
-E/RQ /575+Δ0Χ 4 

r = ke 2/C2H6
 0 5 1 5 (—575"" ) ' kmole m _ 3 sec _ 1 

k = 585,370 kmole m^see"1 

Ε = 100,187,000 J kmole" 1 or 24 kcal mole"1 

Αθ = (θ - 575)° Κ 

(2) 599 < θ < 770° Κ 

= 67.1 ^0.001688 - ^ yc2m0M5 1.07 

(3) 770 < θ < 820° Κ 

r = 0.0261 ?/c2H6
 0 5 1 5 1.07 

The same reaction was used previously by Wicke et al. (13) for experi
mental work. The other fixed-bed data are: 

CÎ ρ = 0.0043 m 

ε = 0.4 

P G = 1.29 kg /m 3 (at standard conditions) 

C G = 1048 J/kg/°K at 573°K 

(1-e) ps = 750 k g / m 3 

c s = 1052 J/kg/°K at 573°K 
χ eff = 10 λα + 0.8 Re Pr X G 
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44. V O R T M E Y E R E T A L . Models for Packed Bed Reactors 593 

u = superficial velocity m/sec (at standard conditions) 

X G = 0.0448 W/m/°K 

Ctotai = 1/22.414 kmole/m 3 (at standard conditions) 

- A H = 1.425 Χ 109 J/kmole 

Results 

Upper and Lower Reaction States. In certain flow ranges the steady-state 
equations of the adiabatic exothermic fixed bed reactor are fulfilled by three 
solutions. This result was first predicted by van Heerden (14). A stability 
analysis of Amundson (15) showed that the upper and lower states are stable, 
and only these can be obtained by experimental work. This was demonstrated 
experimentally by Wicke et al. (13). 

800 

Κ 

700 

600 

500-

u = 7.1 cms-1 

%Λ=0.00Μ5 

557 Κ 

/ S 

50 100 

I 
catalyst —-

750 

— one phase model 

= 0.778 Wm-1 K'1 

200 χ 
Tffrff 

Figure 3. Lower and upper reaction state of the one-phase model at u = 7.1 cm Isec 
(standard conditions) 

Since our equations are dynamic, the solution leads only to the upper 
and lower steady states as shown in Figure 3, where at a flow velocity of 
u = 7.1 cm/sec (at standard conditions), the two steady states of the homog
enous model are plotted. In Figure 4 the same solution is plotted together 
with the solutions of the equivalent two-phase model. The lower steady states 
predicted by both models overlap completely while there are slight differences 
between the solid temperature curve of the two-phase model and the one-phase 
model in the upper state. In Figure 5 similar results are plotted for the lower 
velocity of u = 4 cm/sec. Again the agreement is good and probably lies in 
the range of experimental error. The lower states agree perfectly. 

Calculation of Ignition Profiles. If at a low constant flow rate and at 
constant inlet mole fraction the inlet temperature T0 gradually is increased, 
there exists a critical value for TQ where the lower solution no longer is pos
sible and it jumps to an upper steady state. The last stable lower profile is 
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Figure 4. Comparison of lower and upper reaction states predicted by the one-phase 
and two-phase models at u = 7.1 cm/sec (standard conditions) 

800 

Κ 

700 

600 

500 

one phase model 

Xfx = 0.627 Wm-iK-i 

— two phase model 

\f = 0M1 Wm-'K-1 

h= 18,7 Wm-^K-1 

50 100 150 200 χ 
mm 

Figure 5. Comparison of lower and upper reaction states predicted by the one-phase 
and two-phase models at u = 4 cm/sec (standard conditions) 

called the critical profile, and the corresponding temperature T0 is called the 
ignition temperature since a very small temperature increase leads to ignition. 
Comparison of those critical profiles as they are predicted by both models is a 
highly critical test for the equivalence of both models. In Figures 6 and 7 
critical profiles are evaluated for the two velocities of u = 4 and u = 7.1 cm/sec. 
In both cases the computed ignition temperatures differ only by 1°K. Again 
the temperature curve of the one-phase model lies very close to the solid 
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temperature Θ of the two-phase model as expected if the equivalence hypothesis 
is fulfilled. 

Since in both cases the ignition temperature of the two-phase model ex
ceeds the one-phase model ignition temperature, this effect is increased by 
looking at the temperatures at the end of the reactor. The differences at this 
position are 3°K for the two-phase model and 2°K for the one-phase model. 
Predictions of both models are practically the same with regard to experimental 
confirmation. 

The Hysteresis. Once a reactor is ignited, the upper steady state is 
reached. Decreasing the inlet temperature T0, the upper steady state even
tually may be terminated and transformed again to a lower steady state. H o w 
ever, the reactor extinguishes at inlet temperatures much lower than the ignition 
temperature. The difference between ignition temperature and extinction tem
perature is called the hysteresis caused by feedback of the system. 

^600 

590 

580 

570 

560-

550 

540 

Figure 6. Ignition temperatures and critical profiles for the one-phase and two-phase 
models atu = 4 cm I sec (standard conditions) 

The above experiments were simulated on the computer with both models 
using equivalent data for h and X a x

e £ f . These time-consuming computations 
were done only for a velocity of u = 7.1 cm/sec and an inlet concentration of 
y = 0.00445. Under these conditions, the ignition temperature is 562°K for 
the two-phase model and 561°Κ for the one-phase model (Figure 7 ) . The 
corresponding extinction temperatures are calculated as 541° Κ for the two-
phase model and 536°Κ for the other model. Taking the difference between 
the corresponding temperatures, the two-phase model predicts a hysteresis of 
Δ Τ Η = 21 °K and the one-phase model of Δ Τ Η = 25°K. Again this result lies 
within experimental uncertainty. Padberg and Wicke (16), Wicke et al. (13), 
and Fieguth and Wicke (17) have devoted much experimental work to hys
teresis studies. 

M o v i n g Reaction Zones. Migrating reaction zones are a wel l understood 
phenomenon in fixed-bed reactor theorv (3, 18). A t low inlet flow velocities 
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596 CHEMICAL REACTION ENGINEERING II 

the reaction zone may move against the incoming flow; at high flow rates it is 
blown out of the reactor. Since under equivalent conditions the model results 
agreed, nothing else is expected with regard to the moving velocity of the 
reaction zone. A t an inlet temperature of T0 = 480°K, two inlet velocities were 
chosen so that at velocity u = 5 cm/sec the reaction zone was moving against 
the gas flow while at u = 10 cm/sec it was blown out of the catalyst bed. For 
u = 5 cm/sec the one-phase or homogeneous model gave a moving speed 
of w = +1.74 Χ 10~3 cm/sec, and the two-phase or heterogeneous model gave 
w = +1.67 Χ 10" 3 cm/sec. For u = 10 cm/sec, we obtained w = —3.21 X 
10~3 cm/sec for the one-phase and w = — 3.66 Χ 10" 3 cm/sec for the two-phase 
model. The agreement is very satisfactory; experiments d id not distinguish the 
quality of the two models. 

Figure 7. Ignition temperatures and critical profiles at u = 7.1 cm Isec (standard 
conditions) for one-phase and two-phase models 

A Further Test of the Equivalence Condit ion d2T/dx2 = d26/dx2. A result 
of this condition is that the total axial dispersion coefficient in Equation 4 was: 

Xoeff + m2c2
G/ha = X a x

e f f (15) 

F o r each flow rate this coefficient has a value based on the heat conductivity 
A G

e f f of the quiescent bed, m, c G , and on h. To solve Equation 4, however, it 
does not matter whether A 0

e f f and h are physically meaningful values as long 
as A a x

e f f remains constant. In fact one can find an infinite number of pairs 
for A 0

e f f and h for a given mass flow rate m and cG which fulfill the condition 
A a x

e f f = constant. 
In contrast to the one-phase model the two-phase model must be solved 

wi th different sets of parameters \ 0
e t t and h. If the equivalence hypothesis is 

approximately fulfilled, this change of parameters should not affect the solution 
of the two-phase model either. 
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W i t h the flow velocity u = 7.1 cm/sec such calculations were done for 
the upper and lower reaction state and were plotted in Figures 8 and 9. For 
both diagrams two sets of corresponding h and A 0

e f £ were chosen. Both figures 
show that in all cases the solid temperature curves nearly overlap completely 
while there are minor differences in the gas temperature. This result again 
favors the equivalence condition. 

800c 

Κ 

70C 

600-
y°2H6 

= 7.1 cms-? 
= 0.00U5 

I 

two phase models 

- xf = 0.53 Wm-1K-1 
h = Wm-*K-1 

— Xe? » 0.365 Wm-iK-1 
h = 26.7 

500-

557 Κ -

- catalyst -

50 100 150 200 χ 
mm 

Figure 8. Solution of the two-phase model for different sets of \0
eff and h at the 

upper reaction state 
T_ 
Κ 

two phase models 

— Xf =0.53Wm-1K-1 

u =7, 7 cms-7 

00U5 

/// 
// 
7 

h Wm-2K-1 

Xf = 0,365 Wm-1 Κ·1 _ 

I h = 26.7 Wm^K'1 

I 

600 

590 

580 

570 

560 

550 

50 100 150 200 
χ 

mm 

Figure 9. Solution of the two-phase model for different sets of \0
eff and h at the 

lower reaction state 
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Conclusions 

Assuming the second derivatives of gas and solid temperatures to be equal: 

d2T _ θ20 

'dx1 ~ dx2 

a quantitative relation between the one-phase and two-phase model for a fixed 
bed chemical reactor can be established. A newly derived dispersion coefficient 
m2cG

2/ha in the one-phase model accounts for the temperature dispersion 
caused by heat transfer in the two-phase model. To prove the above equiva
lence assumption, extensive calculations were done for an adiabatic exothermic 
fixed bed reactor. Upper and lower reaction states, ignition temperatures, lower 
critical profiles, hysteresis, and moving speeds of reaction zones were evaluated. 
The agreement between model predictions is very good and should be within 
experimental error. It is therefore possible to rewrite the results of one model 
type in terms of the other. The only notable difference can occur near the 
end of the reaction zone where the solid temperature can reach values higher 
than the adiabatic end temperature. This temperature maximum cannot be 
predicted by a one-phase model—a fact which is already known. Application 
of the equivalence hypothesis to concentrations in the field of absorption 
processes leads to an effective dispersion term caused by mass transfer as 
derived by van Deem ter et al. (5) . 
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Nomenclature 

a surface area per unit bed volume, m 2 / m 3 

cG specific heat of the gas (constant pressure), J /kg / °K 
cB specific heat of the solid, J /kg / °K 
ctotai concentration of the gas mixture (at standard conditions), k m o l e / m 3 

dO particle diameter, m 
Ε activation energy, J /kmole 
AH reaction enthalpy (positive for endothermic reactions), J /kmole 
h heat transfer coefficient, W / m 2 / ° K 
k frequency factor, k m o l e C 2 H 6 / m 3 / s e c 
L j see Figure 2, m 
m mass velocity, k g / m 2 / s e c 
η reaction order 

Pr Prandtl number = 
R gas constant = 8314.3, J/kmole/°K 

iid 
Re Reynolds number = — ? 

V 
r reaction rate of a reactant (positive), kmo le /m 3 / s e c 
t time, sec 
Δ Γ Η temperature hysteresis ignition-extinction, °K 
Τ temperature of the gas, °K 
TQ inlet temperature of the gas, °K 
u superficial velocity at standard conditions, m/sec 
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χ axial distance, m 
y mole fraction of a reactant 
y0 inlet mole fraction of a reactant 
Greek Letters 
ε void fraction 
Θ temperature (one-phase model) , °K 
θ temperature of the catalyst (solid), °K 
A a x

e f f effective thermal conductivity for the one-phase model, W / m / ° K 
XG thermal conductivity of the gas mixture, W / m / ° K 
A 0

e f £ thermal conductivity for the catalyst phase of the two-phase model, 
W / m / ° K 

ν kinematic viscosity, m 2 / s ec 
pG density of the gas, k g / m 3 

Ps density of the catalyst (solid), k g / m 3 
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Estimation of Platinum Catalyst Requirement 
for Ammonia Oxidation 
DONALD ROBERTS 

Department of Chemical Engineering, University of Birmingham, 
Birmingham B15 2TT, England 

G. RICHARD GILLESPIE 

Engelhard Industries, 430 Mountain Ave., Murray Hill, N. J. 07974 

Despite the temperature gradients present in the Pt catalyst pad 
used in NH3 oxidation and the usual surface rearrangement of 
the platinum, measured mass transfer coefficients for stacked 
metal screens can be used to estimate the amount of catalyst 
required for satisfactory operation of a commercial NH3 burner. 
Burner design as a mass transfer operation using a transfer unit 
concept is recommended. Considerable reduction in platinum 
inventory, from previously accepted levels, seems possible. Cal
culations indicate that operation at a higher mass velocity or 
with closer mesh screens woven from finer wire would reduce 
catalyst requirement although other factors might be adversely 
affected. 

It has long been argued that the catalytic oxidation of ammonia with air is a 
mass transfer controlled reaction. Under typical operating conditions of 

industrial ammonia burners, Oele ( I ) demonstrated that the kinetic stoichio
metric 0 2 / N H 3 ratio is exceeded, ensuring an oxygen-rich atmosphere at the 
catalyst surface wi th ammonia diffusion as the limiting reaction step. Such a 
situation is probably necessary to conduct this reaction satisfactorily. 

The stoichiometry (not intended to represent mechanism) of formation 
of the three alternative products can be represented as follows: 

4 N H 3 + 30 2 -> 2 N 2 4- 6 H 2 0 
4 N H 3 + 40 2 -> 2 N 2 0 + 6 H 2 0 
4 N H 3 + 50 2 -> 4NO + 6 H 2 0 

Equi l ibr ium conditions are too far to the right to present any problem. The 
desired product is usually nitric oxide, and it is significant that this represents 
the highest oxidation state of the three alternatives. Its preferential formation 
w i l l probably be encouraged by a high relative proportion of oxygen to ammonia 
at the catalyst surface. 

Irrespective of the chemical mechanisms involved and considering nitric 
oxide as the desired product, yield losses can occur because of: (a) insufficient 
catalyst, and (b) poor selectivity; it is constructive to distinguish the two. By 
distinguishing the former it is possible to make more meaningful studies of 
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45. R O B E R T S A N D G I L L E S P I E Platinum Catalyst 601 

the effect of operating variables on selectivity. This, we contend, we are now 
able to do. This paper demonstrates that recent correlations of mass transfer 
coefficients enable one to estimate the amount of catalyst required for any 
specific duty. 

The Catalyst System 

The traditional catalyst for ammonia oxidation is a stack of woven wire 
screens, typically of 9 0 P t / 1 0 R h alloy or occasionally of some other platinum 
alloy. A common standard for the screens is 80 meshes per linear inch, con
structed of 0.003-inch diameter wire although other standards are in use. The 
number of screens constituting a catalyst pad varies from as few as three at 
near atmospheric pressure to as many as 20 or 30 at around 8 atm. A n increase 
in mass velocity usually accompanies an increase in operating pressure. 

Dur ing use, substantial catalyst is lost; despite this the leading wires in 
the pad thicken considerably because of cauliflower-like growths; these growths 
progressively weaken the structure of the screen, necessitating eventual replace
ment. Photographs published by Schmidt and Luss (2) represent the appear
ance of used catalyst. 

Clearly the mechanical support of such flimsy catalyst structures requires 
careful consideration. A suitable support should have a fine structure able to 
spread the mechanical load evenly across the ful l width of the reactor. It 
should be deep enough to prevent bulkier elements of the reactor structure 
from interfering with flow through the catalyst pad, and the support system and 
catalyst pad together should present a sufficient and uniform resistance to flow 
to smooth out minor flow variations in the entering gas stream. If installed 
catalyst weight is to be critically designed, it would be a useful safety precau
tion if the support system could catalytically react with any residual ammonia, 
not necessarily to the desired product N O . Ammonia might otherwise escape 
to cooler parts of the plant and form potentially dangerous ammonium nitrite. 
Random Pack system has been recently introduced (3, 4) and seems to possess 
these properties. Claims (5) that its use enables satisfactory operation of an 
ammonia burner with as little as 4 0 % of the normal catalyst charge appear 
to suggest that earlier designs relied upon excess catalyst as support. The high 
cost of installing an excess charge of a noble metal catalyst argues the need 
for a design procedure to estimate catalyst requirement in a system where the 
flow through the pad is uniformly distributed. 

Mass Transfer Coefficients 

Apelbaum and Temkin (6) and Oele ( I ) tried to compare the rate of 
ammonia oxidation on stacked screens with the rate of ammonia mass transfer, 
although they used a heat transfer correlation for flow perpendicular to a single 
cylinder as the source of their mass transfer coefficient. Nowak (7 ) , in a 
similar comparison, had the advantage of heat transfer coefficients for stacked 
screens reported by London et al. (8) and the mass transfer coefficients for 
single screens reported by Gay and Maughan (9) . A l l three studies suggested 
that the l imiting mass transfer rate and the reaction rate were similar. 

Since then, more relevant measurements of mass transfer coefficients to 
stacked metal screens were made by Satterfield and Cortez (10) and by 
Shah ( I I ) ; independently both suggested Chilton-Colburn type correlations 
based upon wire diameter as the critical dimension. They both had to base 
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602 CHEMICAL REACTION ENGINEERING II 

their correlations on mass velocities corrected for the reduction to flow area 
presented by the screen; Satterfield and Cortez chose G/t the average mass 
velocity through a single screen, and Shah chose G/y the maximum mass 
velocity. The correlations otherwise agree generally, although the higher 
Reynold's number range of Shah's work and the greater number of screens in 
the stack makes his measurements more relevant to high pressure ammonia 
oxidation conditions and possibly less affected by axial diffusion. The correla
tions can be summarized as follows in terms of Reynold's number based upon 
superficial velocity: 

Satterfield and Cortez: one to three screens; 

Shah: one to five screens; 

0.4 < NRe < 9 
e j D = 0.865 (ATRe/e)-0*648 (1) 
3 < NRO < 107 
TJD = 0.644 (iVRe/γ)-0·57 (2) 

These two correlations cover the range of interest in ammonia oxidation. 

Design for Mass Transfer in NH3 Oxidation 

To suggest that the surface rearrangement and high temperature gradients 
present in this system preclude accurate analysis is counterproductive, but it 
helps to establish the objective. Can conservative design equations be derived 
which, even after allowance for uncertainties, enable catalyst weight to be 
reduced? The answer is intended primarily for high pressure plants. 

Treating the catalyst pad as a fixed-bed reactor which exists to transport 
ammonia to the catalyst surface where it rapidly reacts, we can draw up the 
following balance over an element of depth dL 

- d[(G/M)(p/P)] = kgapdL 

The omission of axial dispersion or diffusion terms is not serious, especially 
for high pressure plants, since the data for kg were measured in a similar 
system assuming a log mean driving force—i.e., ignoring axial dispersion or 
diffusion. 

Although at the front of the pad ammonia flux to the catalyst surface is 
high, there is accompanying oxygen diffusion wi th counterdiffusion of products 
(steam, nitric oxide, nitrous oxide, and nitrogen). Since only a modest differ
ence exists between the molar fluxes of reactants and products, there is little 
need for any major correction for net bulk flow to or from the catalyst. 

The gas molar flow rate G/M increases by no more than 2V2% throughout 
the bed, and the relative change in total pressure Ρ is slight, especially in high 
pressure plants; thus these parameters are essentially constant. Therefore, 

- y = (JceMP/G)adL 

or d[\oge(pi/p)) = jOaNSc-2'3 dL 

W e now introduce the concept of a transfer unit which, at constant con
ditions, would cause unit change in loge(pj/p)—i.e., decrease ρ by a factor e. 
The bed depth L required to reduce ammonia partial pressure in the gas from 
P i to p E is then: 

Jr»p = pE /»(NTU) 
[iVsc 2 / 3 /jDa]d[log e(pi/p)]= / (HTU)d(NTU) (3) 

ρ = p i 0 
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45. ROBERTS AND GILLESPIE Platinum Catalyst 603 

where the height of a transfer unit ( H T U ) is the local value of N S c
2 / 3 / / D a , and 

the number of transfer units ( N T U ) is loge(pi/pE). 
Integration is required since ( H T U ) cannot be constant throughout the 

catalyst pad owing to temperature variations and the surface rearrangement 
of the leading screens, resulting in some variation in ; D and surface area a. 
Nevertheless, it would be more convenient to evaluate an average value ( H T U ) 
for the height of a transfer unit to be applied to the whole pad and to estimate 
catalyst requirement by 

L « (HTU) (NTU) (4) 

Since mass transfer control implies a roughly exponential decline in am
monia consumption throughout the pad, a catalyst pad designed to burn 
99 .5% of the ammonia fed would consume nearly 7 5 % of it over the leading 
2 5 % of the catalyst. Thus 7 5 % of the temperature rise in the gas would 
occur before the remaining 7 5 % of the catalyst is contacted. Since this latter 
fraction of the pad is also relatively free from major catalyst surface rearrange
ment, little error w i l l result from an averaged ( H T U ) over this section. ( H T U ) 
can conveniently be estimated from the Shah correlation, Equation 2, basing 
the calculation on the wire diameter of unaged screens. 

Combining the Shah correlation with the definition of ( H T U ) yields 

(HTU) « 1.55 N8c2,z #Re0-57 γ 0· 4 3 /α (5) 
The units of ( H T U ) depend only on the units of a. For example, if α is f t 2 / t r oy 
oz of catalyst, ( H T U ) is given as troy o z / f t 2 of reactor cross section; if a is 
f t 2 / f t 2 of single screen, ( H T U ) is given as number of screens. The problem 
of estimating ( H T U ) or ( H T U ) over the leading section of the pad remains. 

Estimation of HTU 

Temperature Variation. Bearing in mind the objective of a conservative, 
approximate design equation, use over the whole pad of ( H T U ) estimated at 
the mean film temperature seems reasonable, and a suitable mean temperature 
Τ is defined by 

Τ = Ts — 0.5 (Tg — ΤΒ)ΙΟΚ mean 

Oele ( I ) examined the temperature profiles expected through the metal struc
ture of the catalyst pad and through the gas stream. Because of the nearly 
adiabatic nature of the reaction and mass transfer limitation, the wire tem
perature varies little from the inlet to the outlet of the catalyst pad, departing 
slightly from the adiabatic flame temperature of the gas by an amount which 
depends on N P r / N S c . The gas temperature rises exponentially throughout the 
pad to within ^ 2 0 ° C of the adiabatic flame temperature. Calculations based 
upon such temperature profiles indicate that Τ is within 50 °C of the exit gas 
temperature. 

The Schmidt number is relatively insensitive to temperature, and at the 
temperatures of interest, > 800°C, viscosity is proportional to Τ 0· 5 . Thus, even 
if the exit gas temperature is used instead of T, the additional error in estimating 
( H T U ) w i l l be only ' 2 % . Since it is more convenient to estimate ( H T U ) at 
the exit gas temperature, this might often be satisfactory. Nevertheless, the 
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large temperature difference existing between the gas and the catalyst at the 
front of the pad leaves considerable doubt over the relevance of ( H T U ) esti
mates to this part of the pad. 

Surface Rearrangement. The cauliflower-like growths which develop on 
the leading wires have two results. One is an increase in the effective wire 
diameter with a corresponding increase in transfer area; the other is a rough
ening effect which, while invalidating the Shah correlation, should lead to 
enhanced mass transfer. 

If we study the effect of increasing wire diameter from dc to the diameter 
da of aged catalyst on the ( H T U ) value predicted by Equation 5, while holding 
mesh size η and mass velocity constant, we can estimate that: 

This shows that wire thickening leads to a marked reduction in ( H T U ) . The 
inequality allows for the further unquantified reduction which is expected from 
the roughening effect although it could be removed if d& is interpreted as the 
"effective" diameter of aged wire. 

Thus the estimation of ( H T U ) from Equation 5 based upon the wire 
diameter of clean catalyst screens would be a conservative design practice; it 
leads to an under-estimate of the mass transfer capability of the leading screens, 
probably sufficiently conservative to dispel any remaining doubts about the 
effect of the severe temperature gradients in this region. 

Estimation of Catalyst Requirement 

W e suggest that catalyst requirement can satisfactorily be estimated by 
using Equation 5 to evaluate ( H T U ) at the average, or even exit, conditions 
of the bed, and multiplying by the required number of transfer units ( N T U ) . 
The required ( N T U ) is a decision for the designer and probably should repre
sent an economic balance between the value of increased ammonia converted 
to nitric oxide and the added cost of installing more catalyst. 

80-Mesh Screens at 900°C. Simplified versions of Equation 5 are possible 
if one assumes that 80-mesh screens are used and that exit gas temperature w i l l 
be around 900°C. By substituting typical values of 0.56 for γ, 1.56 for a, and 
an estimate of 0.56 for N S c , we have 

Since N S c is relatively insensitive to temperature, this should be suitable for a 
range of temperatures. Nitr ic acid plant operations do not generally collect 
data on Reynold's number or number of screens; thus, introducing the param
eters χ = mole fraction of N H 3 in feed, and R N H 3 = loading in short tons N H 3 / 
d a y / f t 2 of reactor cross section, leads to: 

i n units of troy oz / t on of N H 3 / d a y , of 9 0 P t / 1 0 R h catalyst. This version is 
restricted to temperatures '~~ /900 oC. 

E X A M P L E . For a typical value of χ = 0.095 and R N H 3 = 11, and arbitrarily 
choosing ( N T U ) = 5.3 for 99 .5% ammonia consumption within the catalyst 

(HTU) ^ 0.52 NRe
0bl screens (6) 

(HTU) ^ 0.34 (1.70/3 - 0.70)° δ 7 / β Ν Η 3
( 0.43 (7) 
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Figure 1. Effect of amount of installed catalyst on NHS conversion efficiency 

pad, we estimate the requirement of 9 0 P t / 1 0 R h catalyst to be 3.2 troy oz / ton 
N H 3 / d a y . Assuming an overall fixed nitrogen efficiency of 9 3 % for a nitric 
acid plant, this figure corresponds to ^ 0 . 9 5 troy oz / ton H N 0 3 / d a y . 

One might suggest that a 99 .5% consumption of ammonia is too low, 
but this estimate of < 1 troy oz / ton H N 0 3 / d a y is much lower than the re
putedly traditional catalyst loading of 2 troy oz / ton of H N 0 3 / d a y in high 
pressure nitric acid plants. Thus we see how much catalyst can be saved if 
uniform flow conditions across the reactor can be ensured. 

Practical Application 

Short Term Val id i ty . Pilot plant data are given in Figure 1 as conversion 
of ammonia to nitric oxide vs. our estimate (from Equation 5) of the number 
of transfer units represented by the catalyst pad used. Some of the data were 
obtained with a catalyst pad using a Random Pack catalyst-support system, 
and some were obtained without. The catalyst was aged between 150 and 600 
hours. The solid line represents our theoretical estimate of the degree of am
monia consumption by the catalyst pad—i.e., 1 0 0 - 1 0 0 / e x p ( N T U ) . 

Since even a fully adequate catalyst pad is not selective enough for 100% 
conversion, the data are mostly below the estimated ammonia consumption; 
however if a consistent yield loss of 4% from poor selectivity on the catalyst 
is assumed for al l the data, one of the broken lines is obtained. These lines 
assume either (a) residual N H 3 reacts one to one with 0 2 to produce waste 
products, or (b) residual N H 3 reacts one to one with N O or N 0 2 to produce 
waste products. The data are limited, but the agreement is encouraging. Con 
version efficiency obtained with the Random Pack system seems higher than 
that without it. This might result from either improved flow distribution or from 
the Random Pack support perhaps ensuring that residual ammonia reacts with 
oxygen rather than nitric oxide (probably the former). 
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606 CHEMICAL REACTION ENGINEERING II 

Further support comes from our recent experience with two full-scale 
commercial nitric acid plants using the Random Pack system. Agreement in 
Table I between our estimated and measured conversion efficiency to N O is 
satisfactory. 

Table I. Commercial Nitr ic A c i d Plant Data 
Plant A Plant Β 

(i) Hi) (i) 
j y R e 28 28 25 
Estimated (NTU) of catalyst 3.7 5.3 3.5 
Estimated N H 3 consumption by catalyst, % 97.6 99.5 97.1 
Estimated conversion efficiency to NO, % 

(allowing 4% selectivity loss) 93.6 95.5 93.1 
Measured conversion efficiency to NO, % 89-94 95-97 ~94 

Under conditions reported in columns (i) for either plant, surface rear
rangement of the bottom screen in the catalyst pad clearly confirmed that 
insufficient catalyst was installed. The improved performance in column (ii) 
for plant A resulted from installation of a catalyst charge weight determined 
by the type of calculation proposed here. The result of a similar recommenda
tion for plant Β is not yet available. 

L o n g Term Val id i ty . Even if our calculations indicating a reduction in 
installed catalyst weight are accepted, nitric acid plant operators might argue 
that a catalyst charge of the size indicated, while initially adequate, would be 
reduced by platinum loss over a normal operating cycle to less than two-thirds 
of its original weight. Thus they would argue for excess catalyst as reserve. 

To answer this argument, recall that the reaction occurs on the outer 
surface of the catalyst, and that despite platinum loss the catalyst wires thicken 
during use. As long as the catalyst wires retain their integrity as wires and 
retain their catalytic activity, their capacity to burn ammonia w i l l increase. 
Doubts arise beyond the point where the wires disintegrate or clog the pore 
structure of the pad, but continued operation with such catalyst would prob
ably be bad practice. Also, the addition of extra catalyst layers to the back 
of an already adequate and well-supported pad does not affect the amount of 
ammonia burned on the leading catalyst screen and thus cannot affect its 
longevity. 

These arguments are wel l supported by the plant data in Figure 2. The 
installed catalyst charge for this 78-day production run was 0.82 troy oz /da i ly 
ton of nitric acid, representing less than 5 transfer units; this fell to 0.31 troy 
oz /da i ly ton by the end of the run, yet the ammonia conversion efficiency of 
the pad remained satisfactory. Catalyst loss rate at 0.0065 troy oz / ton of nitric 
acid was very satisfactory. Similar data were obtained on other runs with 
reduced weight pads using the Random Pack system; conversion efficiency 
was equivalent to comparative runs with catalyst loadings as high as 2.4 
troy oz /da i ly ton of nitric acid. 

Implications of the Shah Correlation 

If the validity of Equation 5 for estimating catalyst requirement is ac
cepted, certain conclusions can be drawn about the effect of screen character
istics and operating conditions. 
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Figure 2. Nitric acid plant production run with reduced weight catalyst pad (with 
Random Pack and Degussa Getter) 

Screen Characteristics. The only screen characteristics in Equation 5 are 
d, γ, and a; to reduce catalyst requirement, it would seem necessary to decrease 
d and γ while increasing a, although these parameters are interdependent. E x 
tracting superficial mass velocity and gas properties from the equation, 

(HTU) oc γ 0 .43/ α 

If a is f t 2 / t r oy oz of catalyst, a oc l/d, and since γ ~ (1 ~ nd)2, the catalyst 
requirement in troy oz oc d1-57 (1 — nd)0 86. 

This function is plotted in Figure 3 for different mesh sizes. Although 
the curves pass through a maximum, it is at too high a wire diameter to be of 
practical interest. Obviously, the weight of catalyst required can be reduced 
significantly by moving towards a closer mesh screen woven from finer wire. 

A similar analysis based on the Satterfield and Cortez correlation (Equa
tion 1 ) , leads to the approximate prediction: 

/4 / \ 0.704 

catalyst requirement in troy oz α d16iSl - — nd v l -f- n2d2 J 
a function which has a form similar to that in Figure 3, thus leading to the 
same qualitative conclusions. 

The characteristics of screens used by Satterfield and Cortez (10) and by 
Shah (11) are plotted in Figure 3 as a guide to practical combinations. 

Process Variables. P R E S S U R E . From Equation 5 we would expect changes 
in operating pressure to have little direct effect on catalyst requirement. H o w 
ever, higher pressures allow a higher mass velocity to be used with a consequent 
reduction in catalyst requirement. 

E X I T G A S T E M P E R A T U R E . The only property in Equation 5 which is sig
nificantly affected by temperature is the viscosity of the gas mixture. For minor 
variations around 900°C, therefore, ( H T U ) oc Τ" 0 · 2 8 ; that is, the effect is minor. 
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M A S S V E L O C I T Y O F G A S . Although Equation 5 indicates that ( H T U ) oc 

G 0 - 5 7 , a reduction in gauze requirement results from an increase in mass 
velocity; this is because for a specific reactor duty in terms of ammonia to be 
burned, the reactor cross sectional area can be reduced in inverse proportion 
to the mass velocity. Thus, the gauze requirement oc G ~ 0 - 4 3 . 

A N O T E O F C A U T I O N . Whi le it is tempting to suggest immediate modi
fications to ammonia oxidation catalysts and ammonia burner operating con
ditions in line with these observations, it would be wrong to do so. Many 
factors are involved, and the only one examined here is our estimate of the 
weight of catalyst required. 

For example, one should not assume that catalyst requirement can be 
reduced by increasing mass transfer rates without possible detriment to selec
tivity. If at some point within the bed, bulk gas phase partial pressures of 
ammonia and oxygen are PNH3 a n ( ^ P02 respectively and are diffusing toward 
the catalyst surface where the corresponding partial pressures are P * N H 3 and 
ρ * θ 2 , then the mass transfer rate of oxygen/unit area of catalyst surface is 

kgo(po2 - p*o2) = 1.25 kg (PNH, - P*NH3) — 1.25 kgpsnt 

since operating conditions are such that ammonia mass transport is l imiting 
and assuming the yield is 100% (for simplicity) . 

WIRE D I A M E T E R χ 10$, INS 

Figure 3. Effect of screen characteristics on mass 
transfer capacity of screens 
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45. R O B E R T S A N D G I L L E S P I E Platinum Catalyst 609 

Thus p*o2 ^ Po2 - 1.25 pmh 

KgO 

If the mass transfer coefficients are doubled (e.g., by increasing mass velocity), 
their ratio kg/kg0 would be unchanged, and p * 0 2 would effectively remain the 
same. The mass flux of both reactants to the surface however, is doubled, so 
that the reaction must proceed at twice the previous rate. This probably 
could not happen without a marked increase in Ρ*ΝΗ 3 > even though it may 
remain small relative to p N H 3 -

Thus, an increase in mass transfer coefficient results in a reduction in 
P * O 2 / P * N H 3 > representing probable deterioration in the reaction conditions 
at the catalyst surface and resulting from a modest move away from mass 
transfer control. F u l l implications of improvements in mass flux to the surface 
w i l l become apparent only with better understanding of the complete chemical 
mechanism. 

Catalyst Loss 

N o study of ammonia oxidation catalysts would be complete without some 
discussion of catalyst loss. Nowak (7) suggested that direct vaporization of 
P t 0 2 is significant, but Schmidt and Luss (2) pointed out that Nowak's cor
relation differs from the observed loss rate by a factor of about four. Edwards 
et al. (12) explain the higher loss rate as a result of temperature fluctuations. 
Since precious metal loss rate is a convex function of temperature, higher losses 
occur wi th a fluctuating temperature than wi th the same average steady tem
perature. Gillespie and Kenson (5) claim that the Random Pack catalyst sys
tem, containing as much as 6 0 % less P t / R h than a traditional catalyst pad, 
results in a platinum loss rate which is 25 to 3 0 % less than normal. These 
reduced loss rates are accompanied by reports of reduced catalyst temperature 
fluctuations. A move towards thinner wire catalyst structures might accentuate 
these temperature fluctuations. 

Diffusion of P t 0 2 into the gas stream is one step in such a process, but 
it may be a limiting one. If P t 0 2 diffuses more slowly than ammonia, then a 
catalyst pad correctly designed for ammonia consumption might contain insuffi
cient surface for the platinum loss rate to reach its ful l potential. Additional 
catalyst would improve ammonia consumption very little but might add ap
preciably to P t 0 2 vaporization. This argument is offered only tentatively. The 
catalyst loss mechanism is clearly a complex problem which deserves more 
thorough investigation. 

Conclusions 

The financial penalties incurred from excess plat inum/rhodium catalyst 
in an ammonia burner are severe, comprising the servicing cost of the addi
tional capital and apparently a higher platinum loss rate than necessary. The 
installed catalyst weight should be the minimum required for satisfactory 
operation. 

The equations presented here can be used to estimate catalyst require
ments for any high pressure installation; if reduced weight catalyst pads are 
used, uniform flow distribution and support must be ensured by installing 
a combined catalyst-support system such as Random Pack. Former methods of 
estimating catalyst requirement took little note of process variation between 
different installations. 
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610 CHEMICAL REACTION ENGINEERING II 

While major doubts remain over the errors introduced by using isothermal 
mass transfer coefficients in the presence of large temperature gradients, such 
doubts are important only for the leading screens of the catalyst pad, where 
surface rearrangement of the metal should ensure that our equations otherwise 
underestimate the mass transfer capability of these screens. 

Our calculations suggest that operation of an ammonia burner at higher 
mass velocity or use of closer mesh screens woven from finer wire would 
reduce catalyst requirement although other factors more important to nitric 
acid plant operations might be adversely affected. Apelbaum and Temkin (6) 
suggested thinner wires and higher gas velocities in 1948, but little progress 
has been made in this direction. Such developments have been restricted by 
high manufacturing costs and fears that such screens would have insufficient 
strength and poor aging properties. 

Nomenclature 

a surface area of unit quantity of 1 f t 2 of screen (units according to 
choice ) 

D diffusivity, f t 2 / h r 
d wire diameter, inches 
d& aged wire diameter, inches 
dc clean wire diameter, inches 
G superficial gas mass velocity, lbs /hr - f t 2 

( H T U ) height of transfer unit, = N$2/3/jDa (units according to choice) 
( H T U ) value of ( H T U ) at mean conditions (units according to choice) 
; D / factor for mass transfer, = (kgMP/G)NSc

2/s 

kg mass transfer coefficient for N H 3 , lb-moles/hr-ft 2 -atm 
kg0 mass transfer coefficient for 0 2 , lb-moles/hr-ft 2 -atm 
L depth of catalyst pad (units according to choice) 
M mean molecular weight of gas 
N R e Reynolds number, = dfi/μ 
NSc Schmidt number, = ν/Ό 
( N T U ) number of transfer units 
η mesh size, inches" 1 

Ρ total pressure, atm 
ρ partial pressure of N H 3 , atm 
P N H 3 partial pressure of N H 3 , atm 
P * N H 3 partial pressure of N H 3 at catalyst surface, atm 
Po 2 partial pressure of 0 2 , atm 
ρ * θ 2 partial pressure of 0 2 at catalyst surface, atm 
pE partial pressure of N H 3 exiting catalyst pad, atm 
Pi partial pressure of N H 3 entering catalyst pad, atm 
R N H 3 N H 3 loading of 1 f t 2 of reactor cross section, short tons/day-ft 2 

Ύ_ temperature, °C 
Τ mean film temperature, °C 
T s wire temperature, °C 
T B gas temperature, °C 
χ mole fraction of N H 3 in feed 
Greek 
ε porosity of single screen 
γ minimum fractional opening of single screen 
μ gas viscosity, lbs / f t -hr 
ν kinematic gas viscosity, f t 2 / h r 
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The Catalytic Conversion of Sulfur Dioxide 
in Wet Stack Gases to Elemental Sulfur 

M. F. MOHTADI and H. B. DINGLE1 

Department of Chemical Engineering, University of Calgary, Alberta Canada 

The catalytic conversion of sulfur dioxide in wet stack gases to 
elemental sulfur, using carbon monoxide as reducing agent, was 
studied theoretically and experimentally. Computer models were 
developed to calcule equilibnum compositions for the reaction 
system. Experiments were done in a reactor designed to simulate 
equipment and operating conditions used in sulfur recovery 
plants. The method studied can remove up to 90% SO2 in the 
wet stack gas. Complete conversion to elemental sulfur in the 
presence of water vapor, is, however, hampered by side reactions 
which produce carbonyl sulfide and hydrogen sulfide. 

Conventional Claus-type sulfur recovery plants operate with overall efficien
cies of 9 3 - 9 7 % (I ) although their potential efficiencies could be 9 9 % (2). 

Thus, their tail gases contain much H 2 S and S 0 2 plus smaller amounts of C O S 
and C S 2 . The tail gas is fired with air and methane to oxidize al l sulfur com
pounds to S 0 2 and to elevate the gas temperature to the level required. Tight
ening controls on S 0 2 emission have caused the sulfur gas plants to look for 
further means to desulfurize their effluent gas streams. This work studies the 
feasibility of C O as a reducing agent for S 0 2 in wet stack gases. Specific 
objectives were: 

(1) To develop a suitable catalyst for this conversion. 
(2) To verify the conversion in a fixed bed reactor, under the same pres

sure, temperature, and space velocity used in conventional sulfur recovery 
plants. 

(3) To investigate the effect of large amounts of water vapor in the feed 
stream on the conversion reaction. 

The literature reports at least five reducing agents suitable for converting 
S 0 2 to elemental sulfur: hydrogen sulfide, carbon, hydrogen, methane, and 
carbon monoxide. Direct conversion by catalytic reduction with C O appeared 
to be the most applicable to sulfur recovery plants. 

The catalytic conversion with C O was first studied in 1918 by Ferguson 
(3) who used ceramic chips as catalyst. Yushkevich and Karzhavin (4) noted 
later that the non-catalyzed reduction of S O s with C O was ca. 9 0 % complete 
at 400°-1200°C and that reaction velocity was enhanced by ferric /aluminum 
oxides as catalysts. Also, water vapor promoted H 2 S formation. Ryason and 
Harkins (5) studied the simultaneous removal of S 0 2 and N O ^ from combus-

1 Present address: Imperial Oi l Ltd . , Sarnia, Ontario, Canada. 
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46. MOHTADi A N D D I N G L E Sulfur Dioxide Conversion 613 

tion gases. For a synthetic gas composed of S 0 2 , C O , C 0 2 , N 2 , and nitrogen 
oxides, they observed a maximum of 9.7% at 1000°F. Simultaneous catalytic 
reduction of N O and S 0 2 by C O was also studied by Quinlan, Okay, and 
Kittrel l (6) . They showed that the maximum attainable removal of sulfur 
compounds is 7 5 - 8 5 % in a single-bed reactor. 

In a recent publication on S 0 2 removal from stack gases using C O , 
Querido and Short (7) describe a process particularly suitable for treating of 
gases at typical power plant concentrations and temperatures. Their process re
moves 9 7 % sulfur, using a dual copper-on-alumina catalyst reactor system and a 
C O : S 0 2 ratio of 1.03. However, elemental sulfur and C O form C O S — a 
harmful side reaction. Short and Okay (8) subsequently described the effect 
of water vapor on S 0 2 reduction by C O and show that S 0 2 reduction activity 
is adversely affected by water. 

Our studies on sulfur removal were in two phases: (a) the theoretical 
phase (thermodynamic equilibrium studies), and (b) the experimental phase 
(conversion process under non-equilibrium conditions). The theoretical equi
l ibrium studies delineated the absolute conversion limit. The experimental 
studies showed the overall conversion attainable under simulated plant 
conditions. 

Theoretical Study 

Suitable computer models were developed to: (1) calculate the equi
l ibrium compositions for reaction systems and chemical species; (2) establish 
which reactions contributed significantly to the overall process; (3) evaluate 
the equilibrium compositions arising from changes in the feed gas compositions. 

Two methods are available for calculating equilibrium gas compositions 
from thermodynamic principles. The first is based on successively correcting 
an init ial , non-equilibrium composition by adjusting factors derived from the 
equilibrium expressions for each reaction—the simultaneous chemical equilibria 
( S C E ) method. The second method relies on the minimization of the total 
free energy of the given system (9)—the free energy minimization ( F E M ) 
method. Details are given elsewhere (10). The two methods can be used i n a 
complementary way. 

Overal l Reaction System. The principal reactions in the reduction of S 0 2 

with C O are: 

S 0 2 + 2CO = 2 C 0 2 + i S e (basic reaction) (1) 

CO + ί S e = COS (dry gas system) (2) 

Neglecting the presence of water vapor, the additional reactions which are 
thermodynamically dependent but which might be important kinetically are: 

S 0 2 + 2COS = 2 C 0 2 + I S e ) (3) 
f dry gas system 

2COS « C 0 2 + C S 2 ) * (4) 

Water vapor in the feed allows three further reactions wi th the product 
sulfur, the by-product C O S , and the reducing agent C O , respectively: 
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614 CHEMICAL REACTION ENGINEERING II 

2 H 2 0 + - S e = S 0 2 + 2H 2 S (5) e 

H 2 0 + COS = C 0 2 + H 2 S ) (6) 
> wet gas system 

H 2 0 + CO = C 0 2 + H 2 ) (7) 

Reaction 7, the water gas shift reaction, is important since the hydrogen pro
duced w i l l react with other system components: 

H 2 + - S e = H 2 S (8) e 

2 H 2 + S 0 2 = 2 H 2 0 + - S e (9) 
e 

H 2 + COS = CO + H 2 S (10) 

In addition, sulfur vapor exists i n a complicated equilibrium between S 2 , 
S3, S 4 , S 5 , S 6 , S 7 , and S 8 ; the distribution of these species is a function of tem
perature and the total sulfur partial pressure (11). Therefore, we must include 
in the overall reaction system: 

I S e = S x ; (xc = 2,3,4,5,6,7,8) (molecular sulfur equilibrium) (11) 

Earlier workers (12, 13) considered only the equilibrium between S 2 , S 6 , and 
S 8 owing to the lack of accurate thermodynamic data for the remaining sulfur 
species. Data have become available recently for al l the polymeric species of 
elemental sulfur (14). However, for convenience, the equilibrium between S 2 , 
S 6 , and S 8 are considered here. 

Application of the Computer Programs. The S C E program was used to 
calculate the equilibrium gas compositions from the individual chemical reac
tions assumed to occur in the overall reaction system. These calculations were 
verified, where possible, wi th the F E M program. The feed compositions for 
each reaction are listed in Table I. A typical computation result is shown in 
Figure 1 (percent conversion (at equilibrium) of S 0 2 to elemental sulfur as a 
function of temperature). 

S C E and F E M programs were applied to the overall reaction system at 
400°-1000°K. Pressure was assumed as 1 atm absolute. Although the pro
grams were used to calculate equilibrium compositions for temperatures as low 

1 1 1 

Specie 00 (2) (8) 
S« 0.00 0.00 0.00 
s o 2 33.33 7.69 1.00 
CO 66.67 15.38 2.00 
C 0 2 0.00 76.93 10.00 
COS — — — 
C S 2 — — — 
H 2 — — — 
H 2 0 — — — 
H 2 S — — — 
N 2 — — 87.00 

« S = 2S2 + 6S6 + 8S8. 

Table I . Feed Compositions (vol %) 

2 2 
0) (2) 3 4 5 

50.00 1.00 0.00 — 1.00 
— — 1.00 — 0.00 

50.00 2.00 — — — 
— — 10.00 10.00 — 
0.00 0.00 2.00 2.00 — 
— — — 0.00 — 

30.00 
— — — — 0.00 
— 97.00 87.00 88.00 69.00 
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Figure 1. Theoretical equilibrium: SO, + 2C0 = 2COt + 
1/eS. 

as 400° K , the lower temperature l imit for each case had to be corrected to 
correspond with the dew point of sulfur vapor in that system. Neither program 
was designed to treat a two-phase system. The dew points of sulfur vapor were 
taken from literature partial pressure/vapor pressure data. 

Feed compositions used for the overall reaction system are given in Table 
II. Typica l computed results are shown in Figures 2-6, where temperature is 
plotted vs. equilibrium conversion of feed sulfur dioxide to either elemental 
sulfur, H 2 S , or C O S at various C O : S 0 2 . 

In al l computer studies, equilibrium gas compositions were calculated at 
25°Κ intervals. The thermodynamic data were obtained mainly from the paper 
by Gamson and Elkins (12). 

for Individual Chemical Reactions 

6 7 8 9 10 11 
— — 1.00 0.00 — 1.00 
— — — 1.00 — — 
— 2.00 — — 0.00 — 

10.00 10.00 — — — — 
2.00 — — — 2.00 — 

— 0.00 2.00 2.00 2.00 
30.00 30.00 — 30.00 — — 
0.00 — 0.00 — 0.00 — 58.00 58.00 97.00 67.00 96.00 99.00 
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616 C H E M I C A L R E A C T I O N ENGINEERING II 

Table I I . Feed Compositions 

Case Number 

Species 1 2 3 4 5 6 7 8 

S 0 2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
C O 2 .00 2 .50 3.00 3.50 4.00 2 .00 2 .00 2 .00 
C 0 2 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 
H 2 0 — — — — — 1.00 2 .00 3.00 
N , 87 .00 86 .50 86 .00 85 .50 85 .00 86 .00 85 .00 84 .00 

2CO/SO2 1.00 1.25 1.50 1.75 2 .00 1.00 1.00 1.00 

% H 2 0 0.00 0 .00 0 .00 0 .00 0 .00 1.00 2 .00 3.00 

0 Ρ = 1.00 atm; Τ = 400°-1000°Κ. 

400 450 500 550 600 650 700 750 800 850 900 950 1000 
TEMPERATURE (°K) 

Figure 2. Percent feed sulfur dioxide reduced to elemental sulfur 

Figure 3. Percent feed sulfur dioxide converted to hydrogen sulfide 
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46. MOHTADi A N D D I N G L E Sulfur Dioxide Conversion 617 

(vol %) for General System" 
Case Number 

9 10 11 12 13 14 15 16 

1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
2.00 2.00 2.00 2.00 2.50 3.00 3.50 4.00 

10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 
5.00 10.00 20.00 30.00 30.00 30.00 30.00 30.00 

82.00 77.00 67.00 57.00 56.50 56.00 55.50 55.00 

1.00 1.00 1.00 1.00 1.25 1.50 1.75 2.00 

5.00 10.00 20.00 30.00 30.00 30.00 30.00 30.00 

Figure 4. Percent feed sulfur dioxide converted to carbonyl sulfide 

Figure 5. Percent feed sulfur dioxide converted to carbonyl sulfide 
as a function of feed CO:SOt ratio and temperature 
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618 CHEMICAL REACTION ENGINEERING H 

Analyses of the Computer Studies. Equi l ibr ium gas compositions com
puted for the individual reactions assumed showed the equilibrium performance 
of a single important species in the given reaction. N o results were obtained 
for the reaction leading to C S 2 formation since the computer studies indicated 
virtually no conversion of C O S to C S 2 under the prescribed conditions. 

The results for the overall system (Figures 2-6) are those computed from 
the F E M program. The S C E program gave virtually identical results and was 
used for random point checks. Figure 5 shows the effect of increasing C O 
concentration on C O S production i n a dry gas system while Figure 6 indicates 
this effect on H 2 S production for a wet gas. Water vapor in the feed gas is 
obviously significant. For example, Figure 2 shows that with 30.0% water 

0 « ι 1 I I I I I I I I I 1 

400 450 500 550 600 650 700 750 800 850 900 950 1000 
TEMPERATURE (°K) 

Figure 6. Percent feed sulfur dioxide converted to hydrogen sulfide 
as a function of feed CO:SOt ratio and temperature 

vapor, elemental sulfur production approaches zero at Τ > 550° Κ. The maxi
mum adverse effect of water vapor is at 500°-600°K. 

In the dry reaction system excess C O reacts with product sulfur to form 
C O S ; i n the wet gas system, C O promotes H 2 S production. The former obser
vation agrees with Querido and Short (7 ) . The latter can be attributed to the 
water-gas shift reaction where C O reacts with water vapor to produce hydro
gen; the hydrogen then reacts with product sulfur to form H 2 S . Thus, this 
process must operate at or below the dew point of sulfur vapor. 

Experimental Study 

The only published data on the kinetics of S 0 2 reduction by C O is by 
Quinlan et ai. and recent (6) . However, it has been known for some time 
that reactions between C O and S 0 2 proceed satisfactorily in a few tenths of a 
second. 

Our experimental apparatus (Figure 7) was basically a fixed-bed reactor 
system, with flow control and gas analysis. It included a feed gas preheater, a 
fixed-bed catalytic reactor, and a sulfur/water recovery condenser. Details are 
given elsewhere (10). 

A l l gas mixtures were analyzed on a Varian Aerograph dual column gas 
chromatograph (series 1700/model 20) with thermal conductivity detectors, 
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46. MOHTADI AND DINGLE Sulfur Dioxide Conversion 619 

Figure 7. Reaction system schematic 

a column switching valve, and a linear programmed oven. Two columns were 
necessary to analyze al l the gas components since no single column packing 
was suitable for a l l . Nitrogen, hydrogen, and C O were analyzed on a 6-ft by 
Ve-inch Teflon column packed with 80 /100 mesh, 5A molecular sieve at 125°C. 
Water vapor, C 0 2 , H 2 S , C O S , and S 0 2 were analyzed on a 6-ft by Vs-inch 
Teflon column packed with 80 /100 mesh, Porapak QS at 125°C. Typical 
responses are in Figure 8. A l l gas chromatographic analyses were recorded by 
a Varian Aerograph single-pen chart recorder (model 20) with a 1.0-mv 
response. A disc integrator was used to calculate peak area. 

Catalysts. Two catalysts types were used: (1) 3 /16- inch, cylindrical silica-
alumina pellets ( S M R 7-2423/grade 970: Davison Co.) wi th 0.3 wt % copper; 
(2) 8 to 14 mesh, hydrated alumina (T61 : Canada Colours and Chemicals 
L t d . ) with 0.3 wt % copper. Hydrated alumina catalyst was also used by Raya-
son and Harkins and by Querido and Short. W e used it as a comparison for the 
silica-alumina pellets which represent an industrial-sized catalyst with great 
resistance to attrition. 

Elemental copper was deposited on the respective supports by soaking 
the support in cupric nitrate solution, drying in nitrogen, heating at 300°F to 
reduce the cupric nitrate to cupric oxide, and reducing the cupric oxide in 
hydrogen at 1000° F to give elemental copper. F i n a l reduction was done just 
before each run. 

Procedure. Seventeen separate experimental series were designed and 
conducted. The term series defines the collection of data points pertaining to 
various temperatures (500°-1100°K) for a single, fixed combination of the 
following variables: 

(1) Catalyst: alumina, silica-alumina, copper on alumina, or copper on 
silica-alumina 
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620 CHEMICAL REACTION ENGINEERING II 

(2) Contact time: 0.1, 0.2, 0.4, or 3.35 sec. 
(3) Feed gas composition: vol % of N 2 , C 0 2 , C O , H 2 , S 0 2 , and water 

vapor. 
The feed gas flow rate was fixed at 25 cm 3 / sec at standard temperature 

(0°C) and pressure (1.0 atm) for al l experiments. For each series, a fresh 
charge of catalyst, sufficient to give the required contact time, was placed i n the 
reactor unit. The reactor was heated, and the reactant gases were successively 
added in proportions to make the total volumetric flow rate 25 cm 3 / sec . 

Results. The first three series were done to determine the effect of catalyst 
support. The gas composition d id not change on going through the reactor 
at reactor temperatures of 560°, 755°, and 975°K. Thus, the silica-alumina 
support was inert for the reaction between S 0 2 and C O at contact times up 
to 3.5 sec. 

Series 4, 5, 5a, 5b, and 6 involved dry gas mixtures and were designed 
to study the effectiveness of the catalyst supports for the active copper and 
the stability of the C u / S i - A l catalyst. These series were also done to see if the 
deactivated catalyst could be regenerated in a hydrogen atmosphere. 

The effects of water vapor on the efficiency of S 0 2 reduction with C O 
were studied i n the remaining series. In series 7, 8, and 9 the water vapor in 
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Figure 8. Chromatographic response times 

the feed gas was kept at 2.0 vol % (i.e., the stoichiometric amount). Series 
10, 11, and 12 determined the effect of water vapor (30 val % ) in the reactant 
mixture. The effects of excess C O and the substitution of H 2 for C O were 
studied in the final series. 
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6? 60 -

REACTION SERIES V: DRT OAS SYSTEM 

Cu/SLAl; t o - 0.20 sec 
N2: 97.0 VOL % 
CO: 2.0 VOL % 

S02: 1.0 VOL % 

700 800 900 
TEMPERATURE ( °K ) 

Figure 9. Series 5: dry gas system; tc = 0.2 sec 

I 60· 

REACTION SERIES VIII: WET GAS SYSTEM 

8 Η 

Cu/SLAl; t c - 0.20 sec 
N2: 85.0 VOL % 

C02: 10.0 VOL % 
H20: 2.0 VOL % 

CO: 2.0 VOL % 
S02: 1.0 VOL % 

s 

<\ / 

A ° 

—Λ COS 
— D so 2 

700 800 900 
TEMPERATURE ( °K ) 

Figure 10. Series 7: wet gas system; tc = 0.2 sec, HtO = 2.0% 

Typical results are in Figures 9-14, where percent S 0 2 feed converted to 
C O S , H 2 S , and elemental sulfur is plotted vs. reaction temperature for fixed 
contact times and C O : S 0 2 ; copper on silica-alumina was the catalyst. 

Figure 9 shows a typical result for S 0 2 reduction i n a dry gas system. 
Figures 10 and 11 show the results for wet-gas feeds with the same water 
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622 CHEMICAL REACTION ENGINEERING II 

vapor (2.0 vol % ) but different contact times. N o H 2 S is present in the product 
gases at a contact time of 0.2 sec, but H 2 S does appear at 0.4 sec and above 
750°K. 

Figure 12 shows a typical result for the reduction of feed sulfur in a wet 
gas system containing 30 vol % water vapor (typical of sulfur recovery plant 

REACTION SERIES IXi WET OAS SYSTEM 

Cu/SiAL; t c - 0.40 sec 
N2: 85.0 VOL % 

C02: 10.0 VOL % 
H20: 2.0 VOL % 

CO: 2.0 VOL % 
S02: 1.0 VOL % 

800 
TEMPERATURE ( °K ) 

Figure 11. Series 9: wet gas system; tc = 0.4 sec, HtO = 2.0% 

700 800 900 
TEMPERATURE ( °K ) 

Figure 12. Series 11: wet gas system; t c = 0.2 sec, HtO = 3.0% 
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100 

Sulfur Dioxide Conversion 623 

α 40-

700 800 
TEMPERATURE ( °K ) 

Figure 13. Series lib: excess CO test 

8 60-

REACTION SERIES Xlct HYDROGEN REDUCTION TEST 

Cu/SiAl; t c - 0.20 sec 
N2: 57.0 VOL % 

H20: 30.0 VOL % 
C02: 10.0 VOL % 
H2: 2.0 VOL % 

S02: 1.0 VOL % 

500 600 700 800 900 1000 1100 

Figure 14. Series 11c: hydrogen reduction test 

stack gas composition). It shows clearly the effect of water vapor on H 2 S 
formation, and it confirms thermodynamic equilibrium predictions. Note that 
C O S is absent below ~ 850°K. 

Figures 13 and 14 show, respectively, the effects of excess C O , and the 
substitution of H 2 for C O , on S 0 2 reduction i n a wet gas feed with 30 vol % 
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624 CHEMICAL REACTION ENGINEERING II 

water. In both cases an appreciable amount of S 0 2 appears to have been 
converted to H 2 S . Similar plots using different reaction times, feed composi
tions, and catalysts are given elsewhere (10). 

Discussion 

In a dry gas system the only undesirable reaction is that between C O and 
elemental sulfur to produce C O S . In a wet gas system C O can react with H 2 0 
to produce H 2 (water-gas shift reaction). If this happens, other reactions 
could occur (i.e., Reactions 5 -10) , leading to H 2 S formation in the products. 
Thermodynamics of the wet gas system favor H 2 S production, and the percent 
conversion of feed S 0 2 to H 2 S increases both with water vapor concentration 
(Figure 3) and with C O : S O s (Figure 6 ) . Temperature also affects theoretical 
conversion but less simply (Figures 3 and 6 ) . The theoretical equilibrium 
studies done here indicate, however, that even with large amounts of water 
vapor in the feed gas, up to 8 0 % S 0 2 can be converted to elemental sulfur 
with C O . The main adverse byproduct is H 2 S , and the problem of minimizing 
its production hinges on two criteria: (1) operation of the process below 
500°K, and (2) careful choice of catalyst and reaction time. 

Let us compare the results of percent conversion of feed S 0 2 to elemental 
sulfur, C O S , and H 2 S for feed gases containing 2.0% water (Figures 10 and 
11) and 3 0 % water (Figure 12) . A small amount of water does not seem to 
lead to measureable quantities of H 2 S , except at fairly high temperatures (i.e., 
above 800°K) and long contact times (0.4 sec or more). This is in line with 
the results of Okay and Short (8), who concluded from their data that the 
water-shift reaction does not proceed for Γ = 713°-766°K, C O : S 0 2 ratios of 
1.35-1.51, space velocities of 29,300-38,700 hr" 1 , and water concentrations of 
9.6 vol % or less. However, 30 vol % water vapor drastically changes the 
product gas composition (Figure 12). C O S production is now largely sup
pressed, decreasing to a unmeasurable amount below 850°K. Simultaneously, 
H 2 S production is increased by almost the same magnitude as for C O S in the 
dry gas system. The overall S 0 2 reduction now is optimum at ca. 800°Κ and 
is a function of the contact time (10). 

For dry gas systems (see Figure 9) S 0 2 conversion is optimal at > 900°Κ 
with contact time 0.2 sec. Although conversion to elemental sulfur increases 
with contact time, the subsequent reaction of C O with the product sulfur is 
faster, and the net result is lower overall conversion. This again agrees with 
previous findings (7). 

Conclusions 

S 0 2 can be removed from the stack gases of sulfur plants by catalytic re
duction with C O over a specially prepared copper on silica-alumina catalyst. U p 
to 9 0 % overall removal can be realized at optimum C O : S 0 2 ratio and reaction 
time. Water i n the system limits S 0 2 conversion and gives rise to H 2 S as a 
byproduct, i n conformity wi th thermodynamic equilibrium predictions. 

If C O is used at temperatures below the dew point of sulfur vapor, C O S 
production is virtually zero and H 2 S production diminishes. Subsequent work 
should, therefore, concentrate on low temperature reduction of S 0 2 with C O 
in fluidized- or shower-bed reactors which provide cyclic catalysts regeneration 
and the removal of product sulfur. 
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Mathematical Modeling of the Monolith 
Converter 

LARRY C. YOUNG and BRUCE A. FINLAYSON 

Department of Chemical Engineering, University of Washington, 
Seattle, Wash. 98195 

Mathematical models for the monolith converter are developed 
and applied to the oxidation of carbon monoxide in automobile 
exhausts. The converter consists of an array of ducts with 
catalyst coating the walls. The exhaust gas flows axially through 
the ducts in laminar flow. Two models for this type of converter 
are proposed and solved numerically. The simpler model uses 
heat and mass transfer coefficients for fully developed flow in 
ducts to account for the resistance to transfer between the fluid 
and the catalytic wall. The more complicated model accounts 
for the distribution of mass and energy in the duct cross-section, 
which is assumed to be circular. Both transient and steady-state 
calculations are performed for conditions which would be ex
pected during vehicle operation. Mass and energy distribution in 
the duct cross-section is important. Transient calculations pre
dict that the wall temperature can overshoot the steady-state 
adiabatic temperature and thus contribute to converter failure. 

On e of the c o n t e m p o r a r y cha l l enges to t e c h n o l o g y is the c o n t r o l of a u t o 
m o b i l e emiss ions . A p r o m i s i n g m e t h o d of m e e t i n g e m i s s i o n s tandards 

i n the short t e r m is to use c a t a l y t i c converters . I n th is p r e l i m i n a r y s t u d y the 
authors p ropose a n d so lve t w o m a t h e m a t i c a l m o d e l s for a p a r t i c u l a r t y p e of 
c onver ter , the m o n o l i t h conver ter . P a r t i c u l a r a t t e n t i o n is g i v e n to the use 
o f eff icient c o m p u t i n g t e c h n i q u e s . B o t h t rans ient a n d steady-state c a l c u l a t i o n s 
are p e r f o r m e d for c o n d i t i o n s w h i c h c o u l d be e x p e c t e d i n a u t o m o b i l e o p e r a t i o n , 
a n d the essent ia l features of the p r o b l e m are o u t l i n e d . 

T w o types o f c a t a l y t i c converters , p a c k e d beds a n d m o n o l i t h s , h a v e b e e n 
p r o p o s e d for the o x i d a t i o n of c a r b o n m o n o x i d e a n d h y d r o c a r b o n s i n a u t o m o b i l e 
exhausts . M a t h e m a t i c a l m o d e l s h a v e b e e n p r o p o s e d a n d s o l v e d for p a c k e d 
b e d converters (1,2, 3, 4) w h i l e K u o ( 5 ) has d e v e l o p e d a m o d e l f o r the m o n o 
l i t h c o n v e r t e r w h i c h is s i m i l a r to the s i m p l e r one s o l v e d here . 

T h e m o n o l i t h c o n v e r t e r consists of a n a r r a y of duc t s or ce l ls t h r o u g h 
w h i c h the exhaust gas flows a x i a l l y . T h e i n t e r n a l sur face area of the substrate 
m a t e r i a l is r e l a t i v e l y l o w ; there fore , a w a s h coat of cata lys t d i s p e r s e d o n 
a c t i v a t e d a l u m i n a is d e p o s i t e d o n the substrate . B e c a u s e of a m u c h s m a l l e r 
v o l u m e t r i c heat c a p a c i t y , m o n o l i t h converters w a r m u p m o r e q u i c k l y t h a n 

6 2 9 
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6 3 0 CHEMICAL REACTION ENGINEERING II 

p a c k e d b e d dev i ces , g i v i n g the m o n o l i t h a n i m p o r t a n t a d v a n t a g e d u r i n g c o l d 
starts o f the e n g i n e . T h e m o n o l i t h s h a v e d i f f i cu l t ies , h o w e v e r , c a u s e d b y 
t h e r m a l e x p a n s i o n , a n d i n c e r t a i n d r i v i n g modes the m o n o l i t h substrate c a n 
m e l t , r e s u l t i n g i n c o n v e r t e r f a i l u r e (6). T h e m a t h e m a t i c a l mode l s d e v e l o p e d 
b e l o w i l lus t ra te i m p o r t a n t features of the t h e r m a l b e h a v i o r of the m o n o l i t h 
conver ter . 

Model Development 

A v a i l a b l e i n f o r m a t i o n o n the r e a c t i o n k i n e t i c s is r e v i e w e d i n o rder to 
m a k e rea l i s t i c a p p r o x i m a t i o n s to the k i n e t i c parameters w h i c h m i g h t be ex
p e c t e d for the m o n o l i t h c o n v e r t e r u s i n g e i ther base m e t a l o x i d e or p l a t i n u m 
cata lysts . 

T h e base m e t a l o x i d a t i o n of c a r b o n m o n o x i d e is a f i rst -order r e a c t i o n i n 
c a r b o n m o n i x i d e a n d i n d e p e n d e n t of o x y g e n for o x y g e n concentrat ions greater 
t h a n 2% ( 3 ) . T h e base m e t a l ox ide rate expressions u s e d i n the ca l cu la t i ons 
w e r e e s t i m a t e d f r o m those g i v e n b y K u o et al. ( 3 ) , w h o u s e d catalysts w i t h base 
m e t a l a p p l i e d o n the outer p o r t i o n of a l u m i n a spheres . A rate express ion w a s 
d e t e r m i n e d b y a s s u m i n g the r e a c t i o n rate for the m o n o l i t h c o n v e r t e r w o u l d 
be the same b a s e d o n the v o l u m e of a c t i ve ca ta lys t a n d b y e s t i m a t i n g the 
th i ckness o f the c a t a l y t i c l a y e r o n the m o n o l i t h w a l l . S i n c e the p r e - e x p o n e n t i a l 
f a c tor i n the rate constant c a n v a r y a c c o r d i n g to cata lys t d e a c t i v a t i o n , a m o u n t 
of a c t i v e cata lys t , etc., w e use the t w o rate express ions , B l a n d B 2 , l i s t e d i n 
T a b l e I . 

T a b l e I . R e a c t i o n R a t e E x p r e s s i o n s 

B l : - r c o = 7.8 X 105 ^ exp ( - 16000 °R/T) l b ' m o l e °R 

T ^ mm ft2 

B2: - r c o = 3.9 X 10* ^ exp ( - 16000 °R/T) l b " m o 1 ! ° R 

T mm ft2 

P I : - r c o = YQ2 F c o / ( 0 . 5 F<>2 + 1.33 F c o
2 exp (11000 °R/T)) j^ffi 

T h e o x i d a t i o n o f c a r b o n m o n o x i d e o n p l a t i n u m is g e n e r a l l y a g r e e d to 
be a first-order r e a c t i o n i n o x y g e n a n d i n v e r s e l y p r o p o r t i o n a l to c a r b o n m o n 
o x i d e (2, 7, 8). T h e rate express ion is n e g a t i v e o r d e r i n c a r b o n m o n o x i d e 
because of the s t r o n g a d s o r p t i o n of c a r b o n m o n o x i d e o n p l a t i n u m . A s p o i n t e d 
out b y S c h l a t t e r et al. (8) the rate express ion w o u l d not a p p l y at l o w c a r b o n 
m o n o x i d e concentrat i ons . F o r the o x i d a t i o n of c a r b o n m o n o x i d e o n p l a t i n u m 
w i r e , S k l y a r o v et al. ( 9 ) r e p o r t a rate express ion s i m i l a r to the L a n g m u i r -
H i n s h e l w o o d t y p e . F o r the c o n d i t i o n s of the m o n o l i t h conver ter , t h e i r rate 
express ion c a n be a c c u r a t e l y a p p r o x i m a t e d b y : 

r c o = F 0 2 Yoo/ik, YQ2 + k2 Fco2) (1) 

T h e first t e r m i n the d e n o m i n a t o r is i m p o r t a n t o n l y at h i g h t emperatures 
a n d l o w c a r b o n m o n o x i d e concentrat ions . U n d e r o ther c ond i t i ons the r e a c t i o n 
w o u l d a p p e a r to be i n v e r s e l y p r o p o r t i o n a l to c a r b o n m o n o x i d e . A rate ex
press ion of the f o r m of E q u a t i o n 1 is u s e d i n the ca l cu la t i ons . T h e a c t i v a t i o n 
energy i n the constant k2 w a s t a k e n f r o m H a r n e d (2), a l t h o u g h H a r n e d 
a s s u m e d kx w a s zero . S k l y a r o v et al. ( 9 ) r epor t a zero a c t i v a t i o n e n e r g y for 
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4 7 . YOUNG AND FINLAYSON Monolith Converter 6 3 1 

kl9 a n d this v a l u e is u s e d here . T h e ra t i o of kx to k2 w a s a s s u m e d to be the 
same as f o u n d b y S k l y a r o v et al. (9) at 6 0 0 ° F . T h e m a g n i t u d e s of the rate 
constants w e r e e s t i m a t e d so t h a t the p l a t i n u m k ine t i c s w o u l d g i v e q u a l i t a t i v e l y 
the same c o m p a r i s o n to the base m e t a l k inet i c s as w a s o b s e r v e d b y S c h l a t t e r 
et al. (8). T h e p l a t i n u m rate express ion , so d e t e r m i n e d , is d e s i g n a t e d P I a n d 
l i s t e d i n T a b l e I . 

Space l i m i t a t i o n s p r e c l u d e a c o m p l e t e d i s cuss i on of the just i f i cat ion of the 
assumpt ions . W e therefore l i s t the i m p o r t a n t assumpt ions a n d the a v a i l a b l e 
references. 

1. T h e flow is l a m i n a r s ince R e < 2 0 0 0 (10). 
2. E x c e p t u n d e r c ond i t i ons of v e r y h i g h flow rate , the v e l o c i t y e n t r y 

l e n g t h is a s m a l l f r a c t i o n of the conver ter l e n g t h ( I I ) , a n d its effect o n heat 
a n d mass transfer is s m a l l (12). 

3. A x i a l d i f fus i on i n the fluid phase is n e g l i g i b l e s ince P e > 5 0 (13). 
4. T h e trans ient response of the conver ter is c o n t r o l l e d b y the t h e r m a l 

response of the s o l i d . A l l o ther t i m e d e r i v a t i v e s are set to zero ( I ) . 
5. D i f f u s i o n c o u p l i n g c a n b e n e g l e c t e d (14, 15). 
6. T h e conver te r is a d i a b a t i c (6), a n d o n l y a s ingle c e l l is m o d e l e d . I f 

the flow rate is d i f ferent i n ad jacent ce l ls , t h e n a c o m p l e t e m o d e l m u s t a c c o u n t 
for th is flow d i s t r i b u t i o n a n d repeat the s i n g l e - c e l l ca l cu la t i ons f o r e a c h c e l l . 
T h i s is b e y o n d the scope of the present w o r k . 

7. T h e s o l i d t e m p e r a t u r e at a n y a x i a l p o s i t i o n is u n i f o r m a n d e q u a l to the 
fluid t e m p e r a t u r e at the fluid-solid in ter face . 

8. A x i a l c o n d u c t i o n i n the s o l i d is u n i m p o r t a n t p r o v i d e d : 

A* . d2T* 
« AH r c o 

9. B e c a u s e the c a t a l y t i c l a y e r is v e r y t h i n (16), i n t e r n a l d i f fus i on effects 
i n the c a t a l y t i c l a y e r are s m a l l a n d are i n c l u d e d i n the r e a c t i o n rate expressions . 

10 . T h e c o n c e n t r a t i o n rat io of h y d r o g e n to c a r b o n m o n o x i d e is 1:3 e v e r y 
w h e r e i n the reactor (3, 7). 

11 . T h e presence of h y d r o c a r b o n s does not a p p r e c i a b l y affect the c o n v e r 
s ion of c a r b o n m o n o x i d e or the heat genera ted i n the conver ter . 

12 . T h e m o l e f r a c t i o n of o x y g e n is d e t e r m i n e d b y s t o i c h i o m e t r y . 
A s s u m p t i o n s 9 - 1 2 are m a d e because of a l a c k of suff icient i n f o r m a t i o n o n 

the r e a c t i o n k ine t i c s . T h e ca l cu la t i ons for w h i c h the i n e q u a l i t y i n a s s u m p t i o n 
8 does not h o l d are i d e n t i f i e d b e l o w . A l t h o u g h w o r k is p r e s e n t l y i n progress to 
solve the p r o b l e m r e l a x i n g assumpt ions 7 a n d 8 for t y p i c a l i r r e g u l a r d u c t 
geometr ies , w e so lve the p r o b l e m here for the case of a c i r c u l a r cross-sect ion 
as a n i n i t i a l s t u d y . T h e g o v e r n i n g equat i ons are t h e n : 

Model II: 2r. P . , (1 - y - J | (r ^) (2.) 

< 2 b > 

A 8
 P

8 C P
8 dT* AH 2G dT< I 

r h A< C p
f dt " Cp< r c o Pe h dr | r = 1 { Z c ) 

2G dYi 1 
r c o " P e m dr J r = 1 

T 8 = T { at r = 1; T* = TQ*(z) at t = 0 

T{ = 7 V ( 0 and F f = F o
f ( 0 at z = 0 

(2d) 
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6 3 2 CHEMICAL REACTION ENGINEERING II 

T h e res istance to heat a n d mass t rans fer is o f ten m o d e l e d u s i n g heat a n d 
mass t rans fer coeff icients. A m o d e l of this t y p e c a n b e d e r i v e d b y i n t e g r a t i n g 
E q u a t i o n 2 across the c e l l cross-sect ion a n d d e f i n i n g heat a n d mass t rans fer 
coefficients i n the u s u a l w a y . T h i s a p p r o a c h results i n the f o l l o w i n g g o v e r n i n g 
e q u a t i o n s : 

Model I : r h Pe h ^— - N u (T 8 - T m ) (3a) 
dz 

r h P e m ^— = Sh (F 8 - F m ) (3b) 
dz 

A1 C y dt ~ Cv<rco Pe h
 U 1 } ( 6 C ) 

r c o - - | g ( F - - F 8 ) (3d) 

T«> = T o
f ( 0 and F m = F o

f ( 0 at z = 0 

T 8 = ToHz) at« = 0 

I n the c a l c u l a t i o n s , constant va lues of N u a n d S h are a s s u m e d w h i l e these 
q u a n t i t i e s c a n be c a l c u l a t e d f r o m the s o l u t i o n of m o d e l I I b y : 

N u « 2 ^ - t / ( 7 1 8 - T m ) (4) 
dr I r = 1 

T h e S h e r w o o d n u m b e r is d e f i n e d ana logous ly . I f the quant i t i e s N u a n d S h 
u s e d i n m o d e l I are c a l c u l a t e d f r o m the s o l u t i o n of m o d e l I I b y u s i n g E q u a t i o n 
4, the t w o m o d e l s w i l l g ive a n exact cor respondence . 

S o l u t i o n M e t h o d . T h e m o d e l I equat i ons m a y be s o l v e d i n a s t ra ight 
f o r w a r d m a n n e r . W e use the i m p r o v e d E u l e r m e t h o d i n t i m e a n d e i ther the 
i m p r o v e d E u l e r m e t h o d or the t r a p e z o i d a l r u l e i n the a x i a l d i r e c t i o n . A t a 
g i v e n t i m e the equat ions are s o l v e d i n the a x i a l d i r e c t i o n , a n d the r i g h t s ide of 
E q u a t i o n 3 c is d e t e r m i n e d . T h i s i n f o r m a t i o n is t h e n u s e d to step f o r w a r d i n 
t i m e . E q u a t i o n 3 d a n d E q u a t i o n 3c for steady-state ca l cu la t i ons are s o l v e d 
a n a l y t i c a l l y w h e n l i n e a r , a n d b y u s i n g the N e w t o n - R a p h s o n m e t h o d w h e n 
t h e y are n o n l i n e a r . 

F o r m o d e l I I the o r t h o g o n a l c o l l o c a t i o n m e t h o d (17) is u s e d . U s i n g th is 
m e t h o d the r a d i a l L a p l a c i a n operators i n E q u a t i o n s 2 a a n d 2 b are r e p l a c e d 
b y m a t r i x operators , a n d the equat i ons are t h e n r e d u c e d to a set of n o n l i n e a r 
first-order d i f f e rent ia l equat i ons . U n f o r t u n a t e l y , the r e s u l t i n g set of o r d i n a r y 
d i f f e rent ia l equat i ons t e n d to b e stiff, a n d a s m a l l step s ize w o u l d be r e q u i r e d 
i f a n e x p l i c i t i n t e g r a t i o n s cheme w e r e to be u s e d . A n i m p l i c i t s cheme w o u l d 
a l l o w a l a rger step s ize b u t w o u l d r e q u i r e the so lu t i on of a set of n o n l i n e a r 
a l g e b r a i c equat ions at e a c h p o s i t i o n step. F o r these reasons a n eff icient s o lu t i on 
a l g o r i t h m w a s d e v i s e d , w h i c h u t i l i z e s the results of t w o s i m i l a r G r a e t z p r o b 
l ems . T h e p r o b l e m s of flow w i t h ( 1 ) spec i f i ed w a l l t e m p e r a t u r e a n d ( 2 ) 
spec i f i ed w a l l flux w e r e s o l v e d as e i g e n v a l u e p r o b l e m s . T h e so lu t i on to the 
t w o e i g e n v a l u e p r o b l e m s c a n be expressed i n terms of integra ls i n v o l v i n g the 
w a l l t e m p e r a t u r e a n d the w a l l flux, r e s p e c t i v e l y (18). B y u s i n g i n t e r p o l a t i n g 
p o l y n o m i a l s to a p p r o x i m a t e these q u a n t i t i e s i n m o d e l I I , the equat i ons c o u l d 
b e s o l v e d v e r y ef f ic iently . A n o t h e r a d v a n t a g e of this s o l u t i o n a l g o r i t h m is that 
the same c o m p u t e r p r o g r a m c a n b e u s e d to so lve the p r o b l e m i n d i f ferent 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ch

04
7

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



4 7 . YOUNG AND FINLAYSON Monolith Converter 6 3 3 

geometr ies , p r o v i d e d a s s u m p t i o n 7 above is just i f i ed . T o so lve the p r o b l e m 
for o ther geometr ies a l l that is necessary is to so lve the analogous e i g e n v a l u e 
p r o b l e m a p p r o p r i a t e to the g e o m e t r y of interest . 

B y th is m e t h o d the p r o b l e m reduces to one of s o l v i n g ( 1 9 ) : 

0 - F o * (0 fj r.o [F" (T, 0, T* (T, 01 dx 

F«(z, 0 - 0 + r c o [Y°(z, t), T>(z, t)) Pe m / (20 AN+ltN+l) 

N - 1 

+ 
k 

(5) 

0 - T.W + £ (s^fe)/ ' exp [ ^ ^ ] [7*<«, 0 " W W W , 

^ I r . l - i ^ ^ ? ^ ^ ( 6 ) 

T h e ( ) k a n d Xk are the coefficients a n d e igenva lues f r o m the flux spec i f i ed 
p r o b l e m , a n d Q'k a n d A / k are the analogous q u a n t i t i e s f r o m the w a l l t e m p e r a 
t u r e spec i f i ed p r o b l e m . E q u a t i o n s 5 a n d 6 together w i t h 2c const i tute m o d e l 
I I . F o r steady-state c ond i t i ons , E q u a t i o n s 2 a a n d 2 c b e c o m e analogous to 2 b 
a n d 2 d , a n d t h e n a n e q u a t i o n of the f o r m of E q u a t i o n 5 is u s e d f o r t e m p e r a 
ture . T h e p r o b l e m s are d i s c r e t i z e d i n the a x i a l d i r e c t i o n b y the use of i n t e r 
p o l a t i n g p o l y n o m i a l s . F o r E q u a t i o n 5 w e use p o l y n o m i a l s of the f o r m : 

rco(z) ^ rco(zh t) (1 - X}) + I A * ( X - X 2 ) + r c o ( z / + i , t) X* (7) 
dz I Zif t 

w h e r e X = (z — Zj)/ Az. F o r E q u a t i o n 6 L a g r a n g e i n t e r p o l a t i o n is u s e d . T h e 
i n t e r p o l a t i n g p o l y n o m i a l s are s u b s t i t u t e d in to E q u a t i o n s 5 a n d 6, a n d the 
i n t e g r a t i o n is p e r f o r m e d . S ince E q u a t i o n 7 is i m p l i c i t , th is p r o c e d u r e r e s u l t e d 
i n one or t w o a l g e b r a i c equat ions f o r t rans ient a n d s teady c a l c u l a t i o n s , respec 
t i v e l y , w h i c h m u s t be s o l v e d at e a c h a x i a l s tep . T h i s is a c c o m p l i s h e d a n a 
l y t i c a l l y w h e n the equat i ons are l i n e a r or b y N e w t o n - R a p h s o n i t e r a t i o n w h e n 
they are n o n l i n e a r . F o r t rans ient ca l cu la t i ons the i m p r o v e d E u l e r m e t h o d is 
u s e d to integrate E q u a t i o n 2. 

Calculated Results 

C a l c u l a t i o n s h a v e b e e n p e r f o r m e d for the t w o m o d e l s b y u s i n g the rate 
expressions i n T a b l e I . T h e p a r a m e t e r va lues c o m m o n to a l l of the ca l cu la t i ons 
are l i s t e d after the a p p r o p r i a t e s y m b o l i n the N o m e n c l a t u r e sec t ion . 

T h e m o d e l I equat i ons are the same as those s t u d i e d b y L u i a n d A m u n d -
son (-20) a n d c a n e x h i b i t m u l t i p l e so lut ions f o r some p a r a m e t e r va lues . T h e 
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6 3 4 CHEMICAL REACTION ENGINEERING II 

1500 

Z(in) 

Figure 1. Typical steady-state calculation using 
PI (platinum) catalyst: T*; T m ; F = 
28.5 SCFM; To' = 650°F; Y0

f = 0.04; 1: model 
I, Nu = Sh = 3.5; 2: model I, Nu = Sh = 4.5; 

3: model II 

analys is of L u i a n d A m i m d s o n c a n be a p p l i e d d i r e c t l y to d e t e r m i n e the 
p a r a m e t e r va lues f o r w h i c h m u l t i p l e so lut ions c a n occur . M o d e l I p r e d i c t s 
m u l t i p l e so lut ions to o c c u r at h i g h c a r b o n m o n o x i d e concentrat ions w i t h base 
m e t a l cata lyst , w h i l e w i t h p l a t i n u m cata lyst t h e y are p r e d i c t e d to o c c u r over 
a w i d e range of c ond i t i ons . M o d e l I I p r e d i c t s that these m u l t i p l e so lut ions 
c a n n o t o c cur , a n d this resul t has b e e n p r o v e d t h e o r e t i c a l l y ( 1 9 ) . 

T h e ca l cu la t i ons for t y p i c a l cases u s i n g the t w o m o d e l s a n d the three 
rate expressions are i l l u s t r a t e d i n F i g u r e s 1, 2 , a n d 3. T h e a s y m p t o t i c va lues 
of N u a n d S h , 3.66 for constant w a l l t e m p e r a t u r e a n d 4 .36 for constant flux 
or l i n e a r w a l l t e m p e r a t u r e , are s h o w n o n the figures f o r re ference . F o r cases 
w h e n m o d e l I p r e d i c t s m u l t i p l e so lut ions the h ighes t a n d lowest poss ib le s o l u 
t ions are i l l u s t r a t e d . T h e l o w e r s o l u t i o n is t y p i c a l of a s i t u a t i o n w h e n the 
c o n v e r t e r is h e a t e d f r o m a n i n i t i a l l o w t e m p e r a t u r e , w h i l e the h i g h e r so lu t i on 
results w h e n the conver te r is c o o l e d f r o m some i n i t i a l h i g h t e m p e r a t u r e . F o r 
i n t e r m e d i a t e i n i t i a l t emperatures the final s teady state m a y l i e b e t w e e n those 
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4 7 . YOUNG AND FINLAYSON Monolith Converter 6 3 5 

s h o w n . S u c h results are i l l u s t r a t e d b y L u i a n d A m u n d s o n (20) a n d h a v e b e e n 
c o n f i r m e d f o r these k ine t i c s b y t rans ient ca l cu la t i ons u s i n g m o d e l I . M o d e l I I 
p r e d i c t s o n l y the one s o l u t i o n s h o w n . 

I t is o f p a r t i c u l a r interest t h a t the so lu t i on f o r m o d e l I I corresponds m o r e 
c lose ly to the l o w e r s o l u t i o n of m o d e l I . E v e n i f the l o w e r s o l u t i o n of m o d e l I 
is chosen , m o d e l I I p r e d i c t s t h a t the reac t i on w i l l l i g h t off at a p o i n t f u r t h e r 
d o w n s t r e a m t h a n p r e d i c t e d b y m o d e l I . T h u s , m o d e l I a l w a y s g ives a n o p t i 
m i s t i c p r e d i c t i o n f o r the converter . T h e s e results c a n best be e x p l a i n e d b y 
o b s e r v i n g the changes i n the N u s s e l t n u m b e r a n d effectiveness f a c to r w i t h 
p o s i t i o n . T h e effectiveness fac tor is de f ined here as the r e a c t i o n rate at the 
w a l l c ond i t i ons d i v i d e d b y the r e a c t i o n rate at the m i x i n g c u p fluid c ond i t i ons . 
I f mass a n d heat t ransfer w e r e in f in i t e l y fast , t h e n the effectiveness f a c to r 
w o u l d a l w a y s be u n i t y . B y o b s e r v i n g the changes i n these q u a n t i t i e s , as i l l u s 
t r a t e d i n F i g u r e s 1, 2 , 3 , a n d 4, one c a n c h a r a c t e r i z e the reactor i n the f o l l o w i n g 
m a n n e r : 

1. A n i n i t i a l e n t r y l e n g t h — I n this r e g i o n the N u s s e l t n u m b e r decreases 
f r o m a n i n i t i a l v a l u e of i n f i n i t y i n m u c h the same m a n n e r as i n a heat t rans fer 
p r o b l e m . 

2. A r e a c t i o n l i m i t e d r e g i o n — I n this r e g i o n the effectiveness f a c to r is 
near u n i t y , a n d the c o n v e r s i o n is l i m i t e d b y a l o w r e a c t i o n rate . 

3. A r e a c t i o n z o n e — T h e r e a c t i o n l i ghts off, a n d the effectiveness fac tor 
a n d N u s s e l t n u m b e r r ise s h a r p l y . 

1800 

1600 

1400 

T(°F) 

1200 

1000 

800 

5.5 
Nu.Sh 
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3 5 0 I 2 3 4 
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Figure 2. Typical steady-state calculation using 
Bl (base metal) catalyst: T ' ; T m ; F = 
28.5 SCFM; T0

f = 800°F; Y0
r = 0.05; 1: model 

I , Nu = Sh = 3.5; 2: model I , Nu = Sh = 4.2; 
3: model II 
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Figure 3. Typical steady-state calculation using 
B2 (base metal) catalyst: T; T m ; F = 
28.5 SCFM; To' = 650°F; Y0' = 0.04; 1: model 
I, Nu = Sh = 3.5; upper solution; 2: lower 

solution of 1; 3: model II 

4. A s e c o n d e n t r y l e n g t h — A f t e r the r e a c t i o n zone the N u s s e l t n u m b e r 
goes t h r o u g h a s e c o n d t r a n s i t i o n s i m i l a r to the i n i t i a l e n t r y l e n g t h . 

5. A mass a n d heat t rans fer l i m i t e d r e g i o n — A f t e r the r e a c t i o n zone the 
c o n v e r s i o n is l i m i t e d b y the rate at w h i c h c a r b o n m o n o x i d e c a n b e t r a n s f e r r e d 
to the c o n v e r t e r w a l l . 

T h e d i s c r e p a n c y b e t w e e n m o d e l I a n d m o d e l I I arises f r o m the f a i l u r e 
of m o d e l I to p r e d i c t a c c u r a t e l y the p h e n o m e n a o c c u r r i n g i n the r e a c t i o n zone . 
I n m o d e l I the N u s s e l t a n d S h e r w o o d n u m b e r s are a s s u m e d to r e m a i n at t h e i r 
a s y m p t o t i c va lues . T h e r e f o r e , one m u s t so lve m o d e l I I to a c c u r a t e l y d e t e r m i n e 
the t ranspor t rates i n the conver ter . 

U s i n g the i n e q u a l i t y i n a s s u m p t i o n 8, w e d e t e r m i n e the i m p o r t a n c e of 
a x i a l c o n d u c t i o n i n the c o n v e r t e r w a l l . F o r c ond i t i ons w h e n m o d e l I p r e d i c t s 
m u l t i p l e so lut ions there is a d i s c o n t i n u i t y i n the w a l l t e m p e r a t u r e , so a x i a l 
c o n d u c t i o n w o u l d a l w a y s be i m p o r t a n t i n these cases. I n d e e d , E i g e n b e r g e r 
(21) has s h o w n that w h e n a x i a l c o n d u c t i o n i n the s o l i d phase is i n c l u d e d i n 
m o d e l I , the in f in i te m u l t i p l i c i t y of s t eady states reduces to t w o or three d e 
p e n d i n g o n the a x i a l b o u n d a r y c ond i t i ons . U s i n g m o d e l I I , there is n o d i s 
c o n t i n u i t y i n w a l l t e m p e r a t u r e . I n F i g u r e s 2 a n d 3 a x i a l c o n d u c t i o n is r e l a t i v e l y 
u n i m p o r t a n t , w h i l e i n F i g u r e 1 the ra t i o of a x i a l c o n d u c t i o n to r e a c t i o n is 1.9 
at z = 2 .28 inches , u s i n g a v a l u e of k8 = 0 .83 B t u / h r f t °F . S ince the r e a c t i o n 
o n p l a t i n u m cata lys t is s t rong ly a u t o c a t a l y t i c , the w a l l t e m p e r a t u r e rises r a p i d l y 
i n the r e a c t i o n zone a n d a x i a l c o n d u c t i o n is i m p o r t a n t . 
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M o r g a n et al. (6) h a v e d i s c u s s e d a p h e n o m e n o n c a l l e d e m i s s i o n b r e a k 
t h r o u g h . E v e n t h o u g h the reactor is f u l l y w a r m e d u p some c a r b o n m o n o x i d e 
c a n pass t h r o u g h the c onver te r u n r e a c t e d . T h i s p h e n o m e n o n c a n o c c u r w h e n 
there is insuff icent o x y g e n for c o m p l e t e c o n v e r s i o n , or w h e n the f l ow rate 
t h r o u g h the c onver te r is h i g h . A n e x a m p l e of th is t y p e of s i t u a t i o n is s h o w n 
i n F i g u r e 4. U n d e r c o n d i t i o n s w h e n the r e a c t i o n rate is l a rge , the first f o u r 
reg ions i n the reactor , d i s cussed a b o v e , c o m b i n e in to one, a n d the c o n v e r s i o n 
is l i m i t e d b y mass t rans fer cons iderat i ons . I n F i g u r e 4 the a m o u n t of c a r b o n 
m o n o x i d e present at the out le t is 2 . 5 % of that at the i n l e t e v e n t h o u g h the 
r e a c t i o n l i ghts off n e a r the in l e t of the conver ter . T h e d i s c r e p a n c y b e t w e e n 
m o d e l I a n d m o d e l I I has p a r t i c u l a r s igni f i cance for th is s i t u a t i o n , because 
m o d e l I a l w a y s gives a n o p t i m i s t i c p r e d i c t i o n . A s suggested b y M o r g a n et al. 
(6), th is p r o b l e m c a n be r e d u c e d b y i n c r e a s i n g the c onver te r l e n g t h . M o r g a n 
et al. (6) also suggest that a c o n v e r t e r g e o m e t r y w i t h g o o d mass transfer be 
u s e d . A s s tated above , i n the l i m i t i n g case of in f in i te t rans fer rates the effec
t iveness fac tor w o u l d b e u n i t y t h r o u g h o u t the reactor . H i g h mass transfer 

1200 

1100 
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T(°F) 
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800 

8.0 

6.0 
Nu,Sh 
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5.0 

3.0 
V 

1.0 

0 
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Figure 4. An example of emission breakthrough 
predicted by model II: T*; T m ; PI 
catalyst; F = 80 SCFM; T0

f = 800°F; Y0
f = 

0.02 
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Z(in) 

Figure 5. A warmup transient calculation using 
model II: T ' ; T m ; B2 catalyst; F = 
28.5 SCFM; T V = 800°F; Y0

f = 0.02; T V = 
70°F 

rates are b e n e f i c i a l i n the t rans fer l i m i t e d r e g i o n of the reac tor , b u t d e t r i m e n t a l 
i n the r e a c t i o n l i m i t e d r e g i o n . T h i s effect is suggested , too , b y the ca l cu la t i ons 
u s i n g m o d e l I i n F i g u r e s 1 a n d 2. A c o n v e r t e r g e o m e t r y w i t h g o o d trans fer 
charac ter i s t i c s w o u l d p r o b a b l y b e advantageous o n l y i n the case w h e n the 
c o n v e r t e r is p u r e l y mass a n d heat t ransfer l i m i t e d . 

T r a n s i e n t ca l cu la t i ons h a v e also b e e n p e r f o r m e d u s i n g the m o d e l s . A 
c a l c u l a t i o n of c onver te r w a r m u p is i l l u s t r a t e d i n F i g u r e s 5 a n d 6. T h e t rans ient 
response of the c onver te r is i n d e e d v e r y fast. F o r this p a r t i c u l a r case, the 
c o n v e r s i o n is essent ia l ly c o m p l e t e for a l l t imes greater t h a n 15 sec. M o d e l I 
g ives a c onservat ive p r e d i c t i o n i n th is t rans ient case because r e l a t i v e l y l o w 
v a l u e s of the N u s s e l t a n d S h e r w o o d n u m b e r s w e r e u s e d . T h e v a r i a t i o n s of 
S h a n d N u i n F i g u r e 6 are in te res t ing . W h e n the m i x i n g c u p t e m p e r a t u r e 
a n d w a l l t e m p e r a t u r e intersect , the N u s s e l t n u m b e r decreases to m i n u s i n f i n i t y 
a n d t h e n j u m p s to p l u s i n f i n i t y . A t s m a l l t imes S h decreases to l o w va lues 
c a u s e d b y the r a p i d l y d e c r e a s i n g r e a c t i o n rate . 

A s s tated above , d u r i n g c e r t a i n c r i t i c a l d r i v i n g m o d e s h i g h t emperatures 
c a n o c c u r i n the m o n o l i t h conver ter . T h e f o l l o w i n g e x a m p l e is t y p i c a l of w h a t 
m i g h t h a p p e n w h e n the a u t o m o b i l e is c r u i s i n g at h i g h w a y speeds a n d t h e n 
dece lerates o v e r some t i m e i n t e r v a l to a l o w e r speed . F o r th is s i t u a t i o n w e 
use the f o l l o w i n g p a r a m e t e r s : 

F = 80 S C F M , F f
0 = 0.01, t < 0 

F « 28.5 S C F M , F f
G = 0.04 t > 0 

T h e results u s i n g P I cata lys t are s h o w n i n F i g u r e 7, a n d for B 2 cata lys t i n 
F i g u r e 8. T h e w a l l t e m p e r a t u r e d u r i n g the t rans ient exceeds the a d i a b a t i c 
t e m p e r a t u r e , w h i c h is the m a x i m u m w a l l t e m p e r a t u r e w h i c h c a n o c c u r at the 
e n d of the t rans ient . T h i s p h e n o m e n o n has b e e n o b s e r v e d b y L u i a n d A m u n d -
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son (20) f o r m o d e l I ; h o w e v e r , f or these c ond i t i ons m o d e l I does n o t exceed 
the a d i a b a t i c t e m p e r a t u r e w h i l e m o d e l I I p r e d i c t s that the a d i a b a t i c t e m p e r a 
ture is e x c e e d e d b y 1 0 0 ° F . A l t h o u g h the t emperatures here w o u l d no t cause 
d a m a g e to the conver ter , i f the in le t t e m p e r a t u r e or c o n c e n t r a t i o n h a d b e e n 
h i g h e r , th is overshoot p h e n o m e n o n c o u l d cause d a m a g e to the conver ter . 
F i g u r e 8 shows that w i t h B 2 cata lys t the overshoot is less severe ( 2 5 ° F ) . T h e s e 
results w o u l d be af fected b y a x i a l c o n d u c t i o n . I t w i l l be v e r y in te res t ing to 
see i f a s i m i l a r p h e n o m e n o n occurs w h e n a x i a l c o n d u c t i o n is i n c l u d e d i n the 
conver ter m o d e l . 

Accuracy and Computation Time 

T h e v a l i d i t y o f the results d e p e n d , o f course , o n the a c c u r a c y of the c o m 
p u t a t i o n s cheme . O t h e r c o m p u t a t i o n s suggest that the results are accurate to 
w i t h i n a f e w degrees. T h e o r d e r of a p p r o x i m a t i o n r e q u i r e d d e p e n d e d s t rong ly 
o n the p a r t i c u l a r case s t u d i e d . A s s tated above , m o d e l I I c a n o n l y h a v e a s ing le 

8-

t(sec) 

Figure 6. For the transient shown in Figure 5: 
Nu and Sh distributions during the transient; 
1: Nu at t = 16 sec; 2: Sh at t = 2 sec; and 
outlet carbon monoxide mole fractions predicted 
by the two models; 3: outlet mole fraction, 
model I, Nu = Sh = 3.5; 4: outlet mole frac

tion, model II 
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1600 

T(°l 

Z(in) 

Figure 7. Transient resulting from vehicle de
celeration from cruising speed using PI (plati
num) catalyst: T ; T m ; F = 28.5 
SCFM; T0

f = 700°F; Ya
f = 0.04; T0'(z) from 

steady state with F = 80 SCFM, T V = 700° F, 
Y0

f = 0.01; model II - transient; 1472°F = 
adiabatic temperature at t = oo 

s teady state ; h o w e v e r , the m o d e l equat i ons w e r e s o l v e d a p p r o x i m a t e l y , a n d i t 
w a s somet imes necessary to use a v e r y accurate a p p r o x i m a t i o n to o b t a i n o n l y a 
s ing le s o l u t i o n . T h e results i n F i g u r e 1 r e q u i r e d 2 0 0 0 a x i a l steps a n d five r a d i a l 
c o l l o c a t i o n p o i n t s , r e s u l t i n g i n a c o m p u t a t i o n t i m e of 10 sec. C o m p u t a t i o n t imes 
are for a C D C 6 4 0 0 c o m p u t e r . A c c u r a t e results for the cases i n F i g u r e s 2 a n d 
3 c o u l d be o b t a i n e d u s i n g three r a d i a l c o l l o c a t i o n po in t s a n d 2 0 0 a x i a l steps 
(0 .4 s e c ) . 

D u r i n g t rans ient ca l cu la t i ons a v a r i a b l e t i m e step s ize w a s u s e d , w h i l e 
i n the a x i a l d i r e c t i o n the g r i d s p a c i n g w a s fixed. T h e step s ize w a s c o n t r o l l e d 
b y r e q u i r i n g the c o r r e c t i o n i n the i m p r o v e d E u l e r m e t h o d to r e m a i n w i t h i n 
spec i f i ed l i m i t s . T h i s m e t h o d of step s ize c o n t r o l w o r k e d w e l l . T h e t rans ient 
ca l cu la t i ons i n F i g u r e s 5 a n d 6 u s e d 160 a x i a l steps a n d f o u r r a d i a l c o l l o c a t i o n 
po in t s a n d r e q u i r e d 5 0 sec of c o m p u t a t i o n . T h e most ex t reme case, F i g u r e 7, 
u t i l i z e d 1 0 0 0 a x i a l g r i d po in ts a n d f o u r c o l l o c a t i o n po in t s a n d r e q u i r e d 9 0 0 
sec of c o m p u t e r t i m e . T h e s t rong ly a u t o c a t a l y t i c rate express ion f o r p l a t i n u m 
cata lys t r e q u i r e d accurate a p p r o x i m a t i o n s a n d r e s u l t e d i n large c o m p u t a t i o n 
t i m e s . 
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Conclusions 

T h e d i s t r i b u t i o n of mass a n d energy i n the cross-sect ion of the m o n o l i t h 
cel ls is i m p o r t a n t a n d m u s t be i n c l u d e d i n the c o n v e r t e r m o d e l . U n d e r c o n 
d i t i ons w h e n the w a l l t e m p e r a t u r e rises s h a r p l y a x i a l c o n d u c t i o n i n the 
conver ter w a l l m u s t be i n c l u d e d i n the reac tor m o d e l , a l t h o u g h i t w a s not 
i n c l u d e d i n this p r e l i m i n a r y s t u d y . A so lu t i on a l g o r i t h m w h i c h u t i l i z e s the 
results f r o m the analogous e i g e n v a l u e p r o b l e m a l l ows one to so lve the p r o b l e m 
ef f ic ient ly , a n d for d i f ferent geometr ies . T h e o r t h o g o n a l c o l l o c a t i o n m e t h o d 
is a n eff icient m e t h o d of s o l v i n g the e i g e n v a l u e p r o b l e m s . 

Figure 8. Transient resulting from vehicle 
deceleration from cruising speed using B2 
(base metal) catalyst: T*; T r ; F = 
28.5 SCFM; T0

f = 800°F; Y0
r = 0.04; TS(z) 

from steady state with F = 80 SCFM, T0
T = 

800°F, Y0
f = 0.01; model II - transient; 

1572°F = adiabatic temperature at t = oo 

A l t h o u g h a x i a l c o n d u c t i o n i n the conver ter w a l l is i m p o r t a n t i n some of 
the c a l c u l a t i o n s , the ca l cu la t i ons suggest that the w a l l t e m p e r a t u r e d u r i n g 
some transients c a n s ign i f i cant ly exceed the a d i a b a t i c t e m p e r a t u r e . T h e c a l c u 
lat ions also suggest that a c onver te r c e l l g e o m e t r y w i t h v e r y g o o d mass a n d 
heat t rans fer character i s t i cs m a y no t a l w a y s b e p r e f e r a b l e to a g e o m e t r y w i t h 
p o o r transfer character i s t i cs . 
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Nomenclature 

A f f r o n t a l area of fluid, 5 .54 i n c h e s 2 

f r o n t a l a r e a of s o l i d , 2 .77 i n c h e s 2 

A^+i.tf+1 e l e m e n t of o r t h o g o n a l c o l l o c a t i o n d i s c r e t i z a t i o n m a t r i x 

<V m o l a r heat c a p a c i t y of fluid, 7.5 B t u / l b - m o l e °F 

<V s o l i d heat c a p a c i t y , 0.2 B t u / l b °F 
F flow rate t h r o u g h conver ter , S C F M 
G m o l a r v e l o c i t y , 0 .0704 F l b - m o l e / m i n f t 2 

AH heat of r e a c t i o n , - 1 4 5 , 0 0 0 B t u / ( l b - m o l e C O + ^ l b - m o l e H 2 ) 
k\, k2 rate constants 
*• t h e r m a l c o n d u c t i v i t y of s o l i d , 0 .83 B t u / h r f t °F 
N n u m b e r of i n t e r i o r c o l l o c a t i o n po ints 
N u N u s s e l t n u m b e r 
P e h P e c l e t n u m b e r for heat , 0.7 R e 
P e m P e c l e t n u m b e r for mass , 0.7 R e 
Qk 

coefficients f o r flux spec i f i ed e i g e n v a l u e p r o b l e m 
Q\ coeff icients for w a l l t e m p e r a t u r e spec i f i ed e i g e n v a l u e p r o b l e m 
r r a d i a l c oo rd inate 
**co rate of c a r b o n m o n o x i d e genera t i on , l b - m o l e / m i n f t 2 

rh 
h y d r a u l i c r a d i u s , d u c t a r e a / d u c t p e r i m e t e r , 0 .012 i n c h 

R e R e y n o l d s n u m b e r , 5 .62 F 
S h S h e r w o o d n u m b e r 
t t i m e , sec 
T t e m p e r a t u r e , ° R 
Y Y 

' CO 
m o l e f r a c t i o n of c a r b o n m o n o x i d e 

Y 
X 02 

m o l e f r a c t i o n of o x y g e n , § ( 0 . 0 3 + Y c o ) 
z a x i a l c o o r d i n a t e , inches 
ZJ a x i a l g r i d p o i n t , / A z , inches 
Az a x i a l step s ize , inches 

Greek Letters 

V effectiveness fac tor 
K e igenva lues for flux spec i f i ed e i g e n v a l u e p r o b l e m 

e igenva lues f o r w a l l t e m p e r a t u r e spec i f i ed e i g e n v a l u e p r o b l e m 
p* s o l i d dens i ty , 100 l b / f t 3 

Subscripts and Superscripts 

f v a l u e for fluid 
m b u l k m i x e d fluid v a l u e 
0 in le t or i n i t i a l v a l u e 
s v a l u e for s o l i d 

( T h e d imens ion less quant i t i e s are n o n d i m e n s i o n a l i z e d u s i n g the h y d r a u l i c 
d i a m e t e r , 4 r h . ) 
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Designing a Cyclohexane Oxidation 
Reactor 

J. ALAGY, P. TRAMBOUZE, and H. VAN LANDEGHEM 

Institut Francais du Pétrole, Centre d'études et de développement industriels 
Solaize, B.P. 3, 69390 Vernaison, France 

As part of the development of a liquid-phase cyclohexane oxidation process, 
various aspects of the reactor design were studied: 
(1) Fundamental research on the influence of mass transfer on reaction 

selectivity 
(2) Laboratory and development research on boric acid as coreagent 
(3) Hydrodynamic research to determine the optimum reactor configura

tion. 

Purge 

Cyclohexane feed' QT,(02)e 

Recycle liquidy 

Products 

Tangential 

Injection 

Figure 1. Pilot plant continuous reactor 

6 4 4 
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4 8 . A L A G Y E T A L . Cyclohexene Oxidation Reactor 6 4 5 

A s i m p l i f i e d r e a c t i o n s cheme w a s e s tab l i shed w h i c h l e d to a m a t h e m a t i c a l 
m o d e l w h i c h w a s no t too c o m p l e x . T h i s m o d e l w a s not a v a i l a b l e w h e n the p i l o t 
p l a n t b e g a n o p e r a t i n g . T h e r e f o r e , a s i m p l i f i e d m o d e l w a s a d o p t e d , so t h a t the 
results o f a one-reactor stage p i l o t p l a n t a l l o w e d d e s i g n o f a m u l t i s t a g e i n d u s 
t r i a l u n i t . T h e s e t w o approaches a g r e e d w e l l , a n d t h e i n d u s t r i a l reactor c o n 
firmed p r e d i c t i o n s . 

T h e conc lus ions f r o m this s t u d y are : 
( 1 ) T h e reactor operates u n d e r k i n e t i c c o n d i t i o n s a l t h o u g h mass t rans fer 

in f luences the t r a n s f o r m a t i o n rate . 
( 2 ) A s a resul t , s t i r r i n g has n o d i r e c t effect o n se lec t iv i ty . 
( 3 ) F o r the o p e r a t i n g c o n d i t i o n s chosen , c o n v e r s i o n c a n be c o n t r o l l e d 

b y the f resh-a i r m a k e u p i n the reactor . 
( 4 ) T h e f a v o r a b l e in f luence o f a h i g h gas flow rate c a n be e x p l a i n e d b y 

the e l i m i n a t i o n of r e a c t i o n w a t e r . T h i s thus requ i res a suff ic ient g a s - l i q u i d 
t rans fer coeff icient. 

( 5 ) T h e se l e c t iv i ty of the t r a n s f o r m a t i o n c a n b e a p p r e c i a b l y i n c r e a s e d b y 
u s i n g p e r f e c t l y - s t i r r e d reactors i n series. 

F o r the i n d u s t r i a l c o n s t r u c t i o n of s u c h a u n i t , w e chose reactors o f the 
t y p e i l l u s t r a t e d i n F i g u r e 1. T h i s cho i ce w a s m o t i v a t e d b y the t e n d e n c y , 
o b s e r v e d i n the p i l o t p l a n t , for h e a v y a n d s t i c k y b y p r o d u c t to a c c u m u l a t e o n the 
reactor w a l l at the sur face of the l i q u i d . T a n g e n t i a l in ject ions w e r e p e r f o r m e d 
to w a s h the w a l l at those po in t s , b u t a p o o r d e s i g n c o u l d resu l t i n the f o r m a t i o n 
of a vor tex ins ide the reac tor ; i n th is case the g a s - l i q u i d contac t area w o u l d 
b e c o m e v e r y s m a l l ; after gas is i n j e c t e d in to the l i q u i d , i t is q u i c k l y s u c k e d 
t o w a r d th is a x i a l c h a n n e l c r e a t e d b y the vor tex . T o p r e v e n t t h i s , t u r b u l e n c e 
a n d non -sys temat i c c i r c u l a t i o n s c a u s e d b y the gas flow m u s t b e r e l i e d u p o n . 
T h i s p h e n o m e n o n w a s a n a l y z e d i n t w o scale m o d e l s , 3 0 a n d 6 0 c m i n d i a m e t e r , 
a n d a d e s i g n c r i t e r i o n was w o r k e d out . T h e m a t h e m a t i c a l m o d e l s a n d th is 
h y d r o d y n a m i c c r i t e r i o n a l l o w e d the t w o i n d u s t r i a l pro jects to b e c a r r i e d out 
w i t h f u l l success. 

R E C E I V E D January 2, 1974. 
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Kinetics and Yields in the Catalytic 
Oxidation of o-Xylene to Phthalic 
Anhydride with V2O5 Catalysts 

P. H. CALDERBANK 

Department of Chemical Engineering, University of Edinburgh, 
Edinburgh 3 H 9 3 J L , Scotland 

The kinetics of phthalic anhydride formation in the air oxidation 
of o-xylene over a commercial vanadium catalyst were measured 
over a wide range of temperatures, using an isothermal spinning 
catalyst-basket reactor. The activation energy decreases as the 
reaction temperature is increased; thereby, runaway is avoided 
over the normal commercial operating range. The kinetics predict 
observed temperature profiles in large tubular reactors and the 
relatively poor selectivity to phthalic anhydride obtained on the 
back-mixing compared with the plug-flow mode. Some indica
tions of possible reaction mechanisms are apparent. 

The p r o b l e m of p r e d i c t i n g the t e m p e r a t u r e a n d y i e l d prof i les i n fixed-bed 
c a t a l y t i c reactors for the a i r o x i d a t i o n of o -xylene to p h t h a l i c a n h y d r i d e has 

b e e n d i s cussed i n p r e v i o u s papers ( I , 2); these authors u s e d k i n e t i c d a t a f r o m 
the l i t e ra ture . K i n e t i c d a t a a n d fixed-bed reactor p e r f o r m a n c e for the same 
c o m m e r c i a l cata lys t are n o w p r e s e n t e d w h i c h a l l o w the p r o b l e m to b e r e 
e x a m i n e d w i t h greater c e r t a i n t y . 

Experimental 

T h e s p i n n i n g cata lys t -basket reactor d e s c r i b e d b y B r i s k ( 3 ) w a s u s e d for 
k i n e t i c measurements . T h e basket a n d c h a m b e r w e r e m a d e of t i t a n i u m be 
cause th is w a s iner t to p h t h a l i c a n h y d r i d e b e l o w 4 2 0 ° C . T h e cata lyst w a s a 
c o m m e r c i a l s a m p l e o f u n p r o m o t e d V 2 0 5 o n s i l i c o n c a r b i d e as d e s c r i b e d p r e 
v i o u s l y ( 2 ) . A i r sa tura ted b y b u b b l i n g t h r o u g h reagent w a s f e d to the C S T R 
reactor , a n d a s a m p l e of the p r o d u c t gas w a s a n a l y z e d b y on - l ine g a s - l i q u i d 
c h r o m a t o g r a p h y w i t h i n t e g r a t e d p e a k p r i n t o u t . C 0 2 , C O , a n d 0 2 w e r e some
t imes a n a l y z e d o n - l i n e b y i n f r a r e d a n d p a r a m a g n e t i c a n a l y z e r s . T h e p r o d u c t s 
of the p a r t i a l o x i d a t i o n o f o -xy lene ( O X ) w e r e o - t o l u a l d e h y d e ( T A ) , p h t h a l i d e 
( P I ) , a n d p h t h a l i c a n h y d r i d e ( P A ) . T h e s e i n t e r m e d i a t e s w e r e f o u n d i n r e l a 
t i v e l y s m a l l a m o u n t s . 

Kinetics 

T h e d i s a p p e a r a n c e k i n e t i c s of o -xy lene w e r e first-order u p to n e a r l y 1 m o l e 
% x y l e n e c o n c e n t r a t i o n . A t h i g h e r concentrat ions the cata lys t w a s r e v e r s i b l y 

6 4 6 
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4 9 . C A L D E R B A N K Oxidation of o-Xylene 6 4 7 

1001 1 1 ! 1 

Figure 1. Oxidation rate of xylene with air in the CSTR 

d e a c t i v a t e d (see F i g u r e 1 ) . P o s s i b l y v a n a d i u m ox ide is r e d u c e d to a l o w e r 
v a l e n c e state of less c a t a l y t i c a c t i v i t y at h i g h x y l e n e concentrat i ons . T h e a m o u n t 
of the l o w e r ox ide is e v i d e n t l y d e t e r m i n e d b y the x y l e n e / 0 2 ra t i o because 
the p o r t i o n of the c u r v e w h i c h shows d e a c t i v a t i o n is m u l t i v a l u e d ; the s teady 
states resu l t f r o m i n c r e a s i n g o x y g e n c o n c e n t r a t i o n w i t h d e c r e a s i n g x y l e n e 
r e m o v a l rate . 

0.001 1 I I I I ' • I 
1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 

- 1 - X 1 0 3 i°K) 

Figure 2. Kinetics of principal reactions 
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6 4 8 C H E M I C A L R E A C T I O N E N G I N E E R I N G II 

F i g u r e 2 shows the first-order rate constants for the d i s a p p e a r a n c e of 
o -xy lene , T A , a n d P I , f e d separate ly to the C S T R . T h e s e are the same f o r a l l 
three reactants above 4 4 0 ° C a n d the same for the la t ter t w o at a l l t emperatures 
u s e d . A n i m p o r t a n t f eature is the l o w a c t i v a t i o n energy ( 8 k c a l / m o l e ) f o r 
x y l e n e d i s a p p e a r a n c e above 4 4 0 ° C w h i c h , as w i l l be seen, exp la ins the absence 
of s t r o n g p a r a m e t r i c sens i t iv i ty of the fixed-bed reactor . B e l o w 4 4 0 ° C the 
x y l e n e d i s a p p e a r a n c e k ine t i c s h a v e a n a c t i v a t i o n energy of about 2 7 k c a l / m o l e 
a n d agree v e r y w e l l w i t h those r e p o r t e d i n th is t e m p e r a t u r e range b y W a t t (4) 
a n d F r o m e n t ( 5 ) a l t h o u g h the la t ter u s e d another cata lyst . T h i s a b r u p t c h a n g e 
i n a c t i v a t i o n e n e r g y at h i g h t e m p e r a t u r e has also b e e n o b s e r v e d b y V a i d y a n a -
t h a n ( 6 ) i n the o x i d a t i o n of b e n z e n e w i t h a V 2 0 5 ca ta lys t . T h e p h e n o m e n o n 
p r e s u m a b l y results f r o m a c h a n g e f r o m c h e m i c a l r e a c t i o n rate c o n t r o l to a n 
u n d e t e r m i n e d step , p e r h a p s sur face d i f fus i on of h y d r o c a r b o n . T h i s process is 
a p p a r e n t l y c o m m o n to x y l e n e , T A , a n d P I ; the reac t i on step f o r T A a n d P I 
is r e l a t i v e l y r a p i d d o w n to 3 4 0 ° C . M a s s t rans fer b e t w e e n the i m p e r m e a b l e 
cata lyst a n d the gas w a s c a l c u l a t e d ( 3 ) to be r e l a t i v e l y r a p i d c o m p a r e d w i t h 
o b s e r v e d rates u n d e r a l l c i r c u m s t a n c e s . 

Derivation of Temperature Profiles in the Fixed-Bed Reactor 

A b o v e 4 4 0 ° C , to a first a p p r o x i m a t i o n , i t m a y be a s s u m e d t h a t the a c t i v a 
t i o n e n e r g y f o r x y l e n e d i s a p p e a r a n c e is zero a n d a o n e - d i m e n s i o n a l m o d e l of 
the fixed b e d reac tor is a p p r o p r i a t e . A n a n a l y t i c a l i n t e g r a t i o n of the rate a n d 
c o n s e r v a t i o n equat i ons is t h e r e b y poss ib le . 

X = I - e-«l 

Τ - Tw = (e~al - c-yl) (1) 
7-oe 

w h e r e 

_ — Δ H y0a 
β " cP 

- 2 U 

y R.G.CP 

Τ - Tw and X = 0 at I = 0 

E l l i s ( 7 ) m e a s u r e d t e m p e r a t u r e a n d c o n v e r s i o n prof i les i n 1- a n d 2 - i n c h 
d i a m e t e r fixed b e d reactors c o n t a i n i n g the same cata lyst as u s e d here . H e 
f o u n d that the excess t empera tures w e r e i n d e p e n d e n t of jacket temperature -
o v e r the range 4 3 0 ° - 4 8 0 ° C i n agreement w i t h a n e g l i g i b l e energy of a c t i v a t i o n 
f o r r e a c t i o n i n this range . H e also f o u n d a constant se l e c t i v i ty to P A a n d 
precursors of 7 5 % , s h o w i n g that P A is s t rong ly resistant to o v e r - o x i d a t i o n . 

F i g u r e 3 i l lustrates t h a t E q u a t i o n 2 c a n be fitted to E l l i s ' s d a t a u s i n g a n 
u n s o p h i s t i c a t e d n u m e r i c a l search w h i c h gives c o n s t r a i n e d a n d e n t i r e l y accept 
ab le va lues of the p a r a m e t e r s 17 a n d S. T h e heat of r e a c t i o n is c a l c u l a t e d f r o m 
the o b s e r v e d , a lmost constant o v e r a l l s e l e c t i v i ty to P A of 7 5 % , a s s u m i n g 
c o m p l e t e c o m b u s t i o n of the r e m a i n i n g 2 5 % ( 2 ) . 

W e f o u n d t h a t S = 0.8 a n d U = 150 . T h e f o r m e r v a l u e w a s o b t a i n e d at 
5 0 8 ° C ( F i g u r e 2 ) , c o m p a r e d w i t h a m e a n r e a c t i o n t e m p e r a t u r e of 5 0 5 ° C , 
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4 9 . C A L D E R B A N K Oxidation of o-Xylene 6 4 9 

T-Tw 

(°K) 

Figure 3. Temperature profiles in tubular reactors 

a n d the la t ter v a l u e approaches reasonab ly w e l l the v a l u e of 130 p r e d i c t e d 
f r o m the c o r r e l a t i o n of P o t t e r a n d A g n e w ( 9 ) . T h e m o d e l p r e d i c t s the o b 
se rva t i on that w h e n the reactor is s c a l e d u p f r o m 1 to 2 inches i n d i a m e t e r , 
the f e e d c o n c e n t r a t i o n m u s t be r e d u c e d f r o m y0 = 0 .01 to y0 = 0 .0055 to m a i n 
t a i n the same t e m p e r a t u r e pro f i l e . H o w e v e r the m o d e l fa i l s to p r e d i c t the 
hot -spot i n the 2 - i n c h d i a m e t e r fixed b e d reactor , p r o b a b l y because of its one -
d i m e n s i o n a l i t y . F i g u r e 3 also i l lustrates that the m o d e l p r e d i c t s r easonab ly 
w e l l the results of B e r n a r d i n i a n d R a m a c c i (8) w h o u s e d a 1 9 - m m d i a m e t e r 
t u b e a n d another , a l t h o u g h os tens ib ly s i m i l a r , ca ta lys t . T h u s the k ine t i c s e x p l a i n 
the absence of p a r a m e t r i c sens i t i v i ty u n d e r n o r m a l c o m m e r c i a l o p e r a t i n g c o n 
d i t i ons u s i n g p a c k e d tubes of s m a l l d i a m e t e r a n d the cata lyst d e s c r i b e d w o r k i n g 
outs ide the exp los ive l i m i t s . 

I t has b e e n n o t e d (2) that the reactor t e m p e r a t u r e c a n b e a p p r e c i a b l y 
r e d u c e d b y r e c y c l i n g the t a i l gas ; the same effect is o b s e r v e d w h e n the f e e d 
c o n c e n t r a t i o n is i n c r e a s e d above 1 m o l e % x y l e n e ( 7). I n b o t h cases i t w o u l d 
seem that the p h e n o m e n o n results f r o m a c r i t i c a l d e p e n d e n c e of the r e a c t i o n 
rate o n o x y g e n c o n c e n t r a t i o n w h e n this approaches the l i m i t c o r r e s p o n d i n g to 
the e q u i l i b r i u m p a r t i a l pressure of a c a t a l y t i c a l l y ac t ive ox ide state. T h i s 
revers ib le cata lyst d e a c t i v a t i o n has b e e n n o t e d ear l i e r ( F i g u r e 1 ) . 

The Reaction Scheme 

I t is c o n v e n i e n t to invest igate the r e a c t i o n s cheme a n d the factors w h i c h 
d e t e r m i n e the se lect iv i t ies w i t h the C S T R . W r i t i n g 

w * * Z 1 

OX 
4 

TA PI 
4 

PA 
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6 5 0 C H E M I C A L R E A C T I O N E N G I N E E R I N G II 

a n d n o t i n g t h a t P A c o m b u s t i o n is n e g l e c t e d ( l o w c o n v e r s i o n s ) , tv, v, x, y, a n d ζ 
represent the a s s u m e d constant se lec t iv i t ies at a constant t e m p e r a t u r e ; the 
d i s a p p e a r a n c e first-order rate constants of O X , T A , a n d P I are the same u n d e r 
these c o n d i t i o n s ( F i g u r e 2 ) . T h u s w i t h a x y l e n e f e e d , c a l l i n g ktt = N: 

Xox = 
Ν 

1 + Ν 

F T A = ν Xox (1 — Xox) 

F P I - χ ν Xx* (1 - X o x ) (3) 

F P A = xyv Xox3 + w X o x + zv X0 S-ox 
W i t h T A f e e d : 

X T A = 
Ν 

Y] PI 

1 + Ν 

F P A = ζ X T A + xy X T A 2 

W i t h P I f e e d : 

F P A « y X P I (5) 

E x p e r i m e n t a l measurements of the y i e l d s of T A , P I , a n d P A w i t h the three 
feeds c a n t h e n be u s e d to d e t e r m i n e tv, v, x, y, a n d z. 

F r o m E q u a t i o n 5 i t w a s t y p i c a l l y f o u n d t h a t y = 1 (no c o m b u s t i o n of P I ) 
a n d f r o m E q u a t i o n 4, χ = 0 .09 a n d ζ = 0 .55 ( 3 6 % c o m b u s t i o n of T A ) . H o w 
ever f r o m E q u a t i o n 3 , χ = 1 a n d ζ = 0 , s h o w i n g that o -xy lene c o m p l e t e l y i n 
h i b i t s the c a t a l y t i c c o m b u s t i o n of T A . A final r e a c t i o n s cheme is s h o w n b e l o w : 

OX > TA > PI > PA 

1 —v—w 
Combustion 

w h e r e ν « 0 .27 ; w « 0 .43 ( 3 0 % c o m b u s t i o n of o - x y l e n e ) . T h e fac t that 4 3 % 
of t h e r e a c t i o n to P A takes p l a c e d i r e c t l y s i m p l y means t h a t i t o ccurs w i t h o u t 
p r i o r d e s o r p t i o n o f T A a n d P I . T h e s e results w e r e o b t a i n e d at l o w x y l e n e 
convers ions w h e r e P A c o m b u s t i o n w a s n e g l i g i b l e ; h o w e v e r , s u c h c o m b u s t i o n 
w a s e v i d e n t at h i g h e r convers ions i n the C S T R , m a i n l y a resu l t of the c a t a l y t i c 
a c t i v i t y of the a l u m i n u m reac tor as e x p l a i n e d b e l o w . 

Kinetics of Phthalic Anhydride Oxidation 

U n l i k e the o ther o x i d a t i o n react ions above , P A ox id i zes u n s e l e c t i v e l y o n 
a l l sur faces ; the least reac t ive f o u n d w e r e t i t a n i u m a n d v e r y p u r e a l u m i n u m . 
H o w e v e r n o p u r e l y homogeneous react ions took p l a c e i n e x p e r i m e n t s i n w h i c h 
the s u r f a c e - t o - v o l u m e rat io of the reactor w a s great ly a l t e r e d . 

T h e o x i d a t i o n o f P A o n the 10 g r a m charge of v a n a d i u m cata lys t w a s 
g e n e r a l l y no m o r e r a p i d t h a n o n the i n t e r i o r surfaces of a l u m i n u m a n d t i t a n i u m 
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4 9 . C A L D E R B A N K Oxidation of o-Xylene 6 5 1 

s p i n n i n g basket reactors ; b o t h w e r e u s e d i n th is w o r k so that a la rge a n d u n 
c e r t a i n c o r r e c t i o n f o r m e t a l a c t i v i t y w a s i n v o l v e d . H o w e v e r soft a l u m i n u m 
t u b i n g of % - i n c h bore r e t a i n e d a n e g l i g i b l e a c t i v i t y f o r at least 5 0 h r o p e r 
a t i o n ; after that a s t rong a c t i v i t y w a s i n c r e a s i n g l y a p p a r e n t . T h i s f a c t m a d e 
i t poss ib le to e m p l o y a n eas i ly r e n e w a b l e d i f f e r e n t i a l reactor of th is t u b i n g w h e n 
a p p r o x i m a t e agreement w a s o b t a i n e d w i t h the f e w results o f H u g h e s a n d A d a m s 
(10) at the same f e e d c o n c e n t r a t i o n of 1% P A u s i n g a s i m i l a r cata lyst . Resu l t s 
are s h o w n as pseudo- f i rs t -order rate constants i n F i g u r e 2. I t is i m m e d i a t e l y 
a p p a r e n t that P A c o m b u s t i o n o n the cata lyst is s l o w c o m p a r e d w i t h the rate of 
P A f o r m a t i o n f r o m x y l e n e b e t w e e n 4 0 0 ° a n d 5 5 0 ° C w h e r e fixed b e d reactors 
u s i n g th is t y p e of cata lyst operate . M o r e o v e r at the l o w e r t emperatures o f fluid 
b e d reac tor o p e r a t i o n ( a b o u t 3 4 0 ° C ) , the c a t a l y t i c c o m b u s t i o n rate has the 
same a c t i v a t i o n e n e r g y as the P A f o r m a t i o n rate a n d th is p r o d u c e s a t e m p e r a 
t u r e - i n d e p e n d e n t se l e c t i v i ty (see b e l o w ) . T h e o rder of r e a c t i o n for P A c o m 
b u s t i o n a p p e a r e d to be first-order o n V 2 0 5 a n d zero -o rder o n a l u m i n u m a n d 
t i t a n i u m . 

80 , , , , , , , r 

ίο Ι

ο I I I I I I 1 1 1 1 
0 10 20 30 AO 50 60 70 80 90 100 

Conversion of Xylene (%) 

Figure 4. CSTR data below 420°C 

Derivation of Selectivities 

F o r the r e a c t i o n s cheme 

OX > Ρ A > combustion 
I /c2 > products 

i t is eas i ly s h o w n for the C S T R that 
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6 5 2 C H E M I C A L R E A C T I O N E N G I N E E R I N G II 

0ΡΑ = 
ki + k2 

1 + (fci + *,) (1 - x ) 

F o r t empera tures b e l o w 4 4 0 ° C 

(6) 

ki - f fc2 

a n d 

= 0.75 

ki + k2 

= 5.64 Χ 10" 3 

b o t h va lues are a p p r o x i m a t e l y constant , as seen f r o m F i g u r e 4, w h i c h shows 
d a t a o b s e r v e d over a range of t emperatures a n d concentrat i ons . 

T h e c o r r e s p o n d i n g e q u a t i o n f o r i s o t h e r m a l p l u g - f l o w o p e r a t i o n is 

0ΡΑ = 
U i + kj \ X J 

U i + kj 
(rhd 

\ki + ktj 
(7) 

B y s u b s t i t u t i n g the above d a t a i n t o this e q u a t i o n i t is f o u n d that P A c o m b u s t i o n 
has a v e r y s m a l l in f luence o n se lect iv i t ies i n the p l u g - f l o w m o d e . F o r e x a m p l e , 
the se l e c t i v i ty fa l l s f r o m 7 5 % at zero c o n v e r s i o n to 7 2 . 5 % at 9 9 . 9 % c o n v e r s i o n 
at a l l t emperatures b e l o w 4 4 0 ° C . H o w e v e r , at h i g h e r b e d t e m p e r a t u r e s , 
se lec t iv i t ies w i l l d i m i n i s h as f o u n d e x p e r i m e n t a l l y ( 7 ) . 

Nomenclature 

A energy of a c t i v a t i o n , k c a l / g r a m - m o l e 
C0 c o n c e n t r a t i o n , g r a m - m o l e s / l i t e r 
C D speci f ic heat , k c a l / g r a m - m o l e °K 
G super f i c ia l gas flow rate , k g / m 2 h r 
— Δ Η heat e v o l v e d b y r e a c t i o n , k c a l / g r a m - m o l e 
fc12.3 first-order r e a c t i o n v e l o c i t y constants , g r a m - m o l e s / g r a m h r a t m 
I d i s tance f r o m in l e t of fixed-bed reactor , m 
M m e a n m o l e c u l a r w e i g h t of f e e d 
Ν d imens ion less , = kxt 
R r a d i u s of t u b u l a r reactor , m 
S p r e - e x p o n e n t i a l fac tor , g r a m - m o l e s / h r k g 
Γ gas t e m p e r a t u r e , °K 
T w w a l l t e m p e r a t u r e , ° K 
t m e a n res idence t i m e 
U o v e r a l l heat - t rans fer coeff icient, k c a l / m 2 h r °K 
X f r a c t i o n a l c o n v e r s i o n 
y0 m o l e f r a c t i o n of h y d r o c a r b o n i n f e e d 
Y y i e l d 
w, v, x, y, ζ se lect iv i t ies (as b e l o w ) 
Θ s e l e c t i v i t y , moles p r o d u c t / m o l e s reac tant c o n s u m e d 
p B b u l k dens i ty of cata lys t b e d , k g / m 3 

α, β, γ d e f i n e d u n d e r E q u a t i o n 2 
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Copper-Substituted Zirconium Phosphate— 
a New Oxidation Catalyst 

THOMAS J. K A L M A N 1 and MILORAD D U D U K O V I Ć 

Chemical Engineering Department, Ohio University, Athens, Ohio 45701 

ABRAHAM CLEARFIELD 

Department of Chemistry, Ohio University, Athens, Ohio 45701 

A novel catalytically active compound is obtained by substitution 
of copper cations into crystalline α-zirconium phosphate. Cata
lytic oxidation of carbon monoxide on crystalline copper-substi
tuted zirconium phosphate was studied at different gas composi
tions, flow rates, and temperatures up to 400°C. A 1-ft long, 
tubular reactor with a preheater section is used for analysis. The 
rate of reaction is proportional to the square root of the carbon 
monoxide concentration. Oxygen, when present in large excess 
over its stoichiometric ratio, has no influence on the reaction rate. 
The apparent activation energy of 12.5 kcal/mole and the rate 
constant for the reaction are determined. Results indicate that 
copper-substituted α-zirconium phosphate is comparable in ac
tivity with a number of active catalysts for carbon monoxide 
oxidation. 

Th e c a t a l y t i c o x i d a t i o n of c a r b o n m o n o x i d e ( C O ) has b e e n s t u d i e d e x t e n 
s i v e l y w i t h m a n y catalysts . A c o m p l e t e l i t e ra ture r e v i e w w a s c o m p i l e d b y 

K a t z ( J ) a n d D i x o n a n d L o n g f i e l d ( 2 ) . M o s t of this e a r l y w o r k dea l t p r i m a r i l y 
w i t h p r e d i c t i o n s o f c a t a l y t i c a c t i v i t y o f v a r i o u s m e t a l l i c ox ides , e sp ec ia l l y the 
t r a n s i t i o n g r o u p m e t a l l i c ox ides . R e a c t i o n m e c h a n i s m a n d poss ib le surface 
in te rmed ia tes w e r e t h o r o u g h l y e x a m i n e d . L a i d l e r ( 3 ) s u m m a r i z e d a n u m b e r o f 
s tudies done o n C O o x i d a t i o n w i t h d i f ferent surfaces s u c h as q u a r t z glass, r o ck 
c r y s t a l , p l a t i n u m , a n d c o p p e r ox ide a n d t a b u l a t e d t h e e m p i r i c a l l y f o u n d r e a c t i o n 
rate orders w h i c h v a r i e d f r o m — 1 to 1 w i t h respect to C O a n d f r o m 0 to 1 w i t h 
respect to o x y g e n . S c h w a b a n d G o s s n e r (4) s t u d i e d the o x i d a t i o n of C O o n 
s i l ver , p a l l a d i u m , a n d s i l v e r - p a l l a d i u m a l loys a n d f o u n d di f ferent rate expres 
sions, w h i c h t h e y q u a l i t a t i v e l y e x p l a i n e d o n the basis of the cata lyst e l e c t ron 
c o n f i g u r a t i o n a n d L a n g m u i r a d s o r p t i o n theory . P a r r a v a n o ( 5 ) r e p o r t e d the 
a d d i t i o n of f o r e i g n ions to n i c k e l ox ide a n d the subsequent use of the ox ide i n 

1 State of Ohio Environmental Protection Agency, Logan, Ohio. 

6 5 4 
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5 0 . K A L M A N E T A L . New Oxidation Catalyst 6 5 5 

C O o x i d a t i o n . T a j b l et al. (6) s t u d i e d t h e k i n e t i c s o f C O o x i d a t i o n b y 0.5 
w t % p a l l a d i u m o n α-alumina pe l le ts a n d f o u n d t h e rate to b e p r o p o r t i o n a l to 
o x y g e n to c a r b o n m o n o x i d e ra t i o . C o e k e l b e r g s et al. ( 7 ) u s e d x - r a y i r r a d i a t e d 
a l u m i n a as cata lys t a n d d e t e r m i n e d t h e r e a c t i o n rate o r d e r to be 1 w i t h respect 
to C O a n d 0.5 w i t h respect to 0 2 . 

T h e interest i n c a t a l y t i c C O o x i d a t i o n w a s g r e a t l y r e n e w e d i n the late 
1960 's w h e n t h e i n c r e a s i n g l e v e l o f C O emiss ions f o r c e d the U . S . g o v e r n m e n t 
to i m p o s e restr i c t ions o n the a m o u n t e m i t t e d f r o m m a j o r sources (8). A u t o 
m o b i l e c o m b u s t i o n o f gaso l ine a c c o u n t e d for o v e r 8 0 % o f the t o t a l U . S . C O 
emiss ions ( 9 ) . A t present , exhaust t r e a t m e n t dev i ces , s u c h as c a t a l y t i c c o n 
verters , s h o w p r o m i s e i n r e d u c i n g these emiss ions to the l o w levels r e q u i r e d 
(10,11). T h e catalysts to be u s e d b y auto m a n u f a c t u r e r s i n the next f e w years 
c o n t a i n n o b l e meta l s , s u c h as p l a t i n u m , a n d d o not represent a n o p t i m a l c h o i c e 
for severa l reasons. P l a t i n u m is expens ive a n d is eas i ly p o i s o n e d b y a l l t ypes 
of i m p u r i t i e s ; i t is e v e n se l f -po i soned b y excess C O , the o x i d a t i o n rate is h i g h 
at h i g h t empera tures b u t i n t o l e r a b l y s l o w at l o w t empera tures w h e n m o s t of the 
C O emiss ions o c c u r . T h u s , there s t i l l is a n e e d for a c h e a p e r cata lys t w i t h g o o d 
p e r f o r m a n c e . 

T h i s w o r k eva luates the p e r f o r m a n c e o f a n i o n e x c h a n g e c o m p o u n d , 
c o p p e r - s u b s t i t u t e d α-zirconium p h o s p h a t e , Z r C u ( P 0 4 ) 2 , i n the c a t a l y t i c o x i d a 
t i o n o f C O . T h i s w i l l i n i t i a t e f u r t h e r s tudies i n t o t h e poss ib le use o f t r a n s i t i o n 
m e t a l - s u b s t i t u t e d z i r c o n i u m phosphates as o x i d a t i o n catalysts w i t h p o t e n t i a l 
a p p l i c a t i o n s for c a t a l y t i c t r ea tment o f a u t o m o b i l e exhaust . T h e present s t u d y 
w a s done w h e n the p r e l i m i n a r y tests p r e s e n t e d i n T a b l e I s h o w e d t h e c o m 
p o u n d to b e c a t a l y t i c a l l y ac t ive . T h e s e results w e r e o b t a i n e d b y i n j e c t i n g a 
s m a l l a m o u n t o f a i r - c a r b o n m o n o x i d e i n t o a h e l i u m s t ream e n t e r i n g a p u l s e 
reactor f i l l e d w i t h cata lyst . T h e ex i t gas c o m p o s i t i o n w a s m o n i t o r e d b y a gas 
c h r o m a t o g r a p h . 

Table I. Carbon Monoxide Oxidation on Copper-Substituted 
Zirconium Phosphate (Preliminary Results) 

Carbon Monoxide: Reactor Flow Rate 
Reactor Temperature, °C Air (ml/min) Products 

60 3:2 60 C O 
100 1:3 60 C O 
150 1:4 8 Trace C O 2 

250 1:5 8 75% C 0 2 , 25% C O 
300 1:10 8 100% C O 2 

300 1:1 12 70% C 0 2 , 30% C O 

Catalyst Selection and Preparation 

Selection of the Catalyst. T h e m a i n effect of a ca ta lys t is to l o w e r the 
p o t e n t i a l e n e r g y b a r r i e r w h i c h reac tant gas m o l e c u l e s h a v e to o v e r c o m e i n 
o rder for a c h e m i c a l r e a c t i o n to take p l a c e a n d thus a l l o w a l a rger n u m b e r o f 
m o l e c u l e s to react p e r u n i t t i m e . T h e a c t i v i t y o f a s o l i d sur face i n a p a r t i c u l a r 
r e a c t i o n d e p e n d s i n g e n e r a l o n its e l e c t r o n c o n f i g u r a t i o n , c r y s t a l s t ruc ture , 
p u r i t y , a n d poros i ty . T h e studies r e p o r t e d i n the l i t e ra ture i n d i c a t e that bes ides 
n o b l e meta l s s u c h as p a l l a d i u m , p l a t i n u m , a n d s i l ver , m a n y c o m p o u n d s c o n 
t a i n i n g t r a n s i t i o n meta l s are ac t ive catalysts for C O o x i d a t i o n . O n t h e o ther 
h a n d , c e r t a i n c r y s t a l s tructures s u c h as those o f n a t u r a l l y o c c u r r i n g zeol i tes , 
are v e r y c o n d u c i v e to c a t a l y t i c a c t i v i t y . 
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I n p r e p a r i n g n e w catalysts for C O o x i d a t i o n r e a c t i o n t w o n o v e l approaches 
m a y b e t a k e n : 

(a ) s u b s t i t u t i o n of t r a n s i t i o n meta ls i n t o the zeo l i te f r a m e w o r k w i t h f u l l 
p r e s e r v a t i o n o f the zeo l i te c r y s t a l c o n f i g u r a t i o n 

( b ) s u b s t i t u t i o n of t r a n s i t i o n meta l s i n t o a n i o n exchange c o m p o u n d w i t h 
a d e f i n e d c r y s t a l s t ruc ture s i m i l a r to zeol i tes . 

I n a recent effort one of the authors (12) m a n a g e d to incorpora te c h r o 
m i u m ( I I I ) , v a n a d i u m ( V ) , a n d m o l y b d e n u m ( V I ) i n t o the zeo l i te f r a m e w o r k . 
N o t h i n g is k n o w n y e t about the c a t a l y t i c proper t i es of these n e w zeol i tes . T h e 
s e c o n d a p p r o a c h w a s t a k e n i n th i s w o r k , a n d z i r c o n i u m p h o s p h a t e w a s se lec ted 
as a n i o n e x c h a n g e c o m p o u n d i n t o w h i c h d e s i r e d m e t a l cat ions m a y b e s u b s t i 
t u t e d for h y d r o g e n . 

T h e i o n exchange proper t i es of z i r c o n i u m p h o s p h a t e h a v e b e e n k n o w n for 
some t i m e , a n d its h i g h se l e c t iv i ty has b e e n u s e d to separate u r a n i u m a n d 
p l u t o n i u m fission p r o d u c t s (13) a n d to treat c o n t a m i n a t e d w a t e r i n n u c l e a r 
reactors (14). P r a c t i c a l l y a l l m e t a l l i c cat ions c a n be e x c h a n g e d for h y d r o g e n 
i n z i r c o n i u m p h o s p h a t e b y a h i g h t e m p e r a t u r e r e a c t i o n b e t w e e n a m e t a l l i c 
h a l i d e a n d z i r c o n i u m p h o s p h a t e (15). T h e s u b s t i t u t i o n of t r a n s i t i o n m e t a l ions 
w i l l r e n d e r c o m p o u n d s c a t a l y t i c a l l y ac t ive , thus p r e s e n t i n g a n enormous a m o u n t 
of p o t e n t i a l catalysts . 

Z i r c o n i u m p h o s p h a t e has a l a y e r e d s t ruc ture (16). E a c h l a y e r consists 
o f a p l a n e of z i r c o n i u m atoms a r r a n g e d i n a h e x a g o n a l array . T h e p h o s p h a t e 
groups are s i t u a t e d a l t e r n a t i v e l y above a n d b e l o w the p lanes a n d h a v e three 
of t h e i r o x y g e n atoms b o n d e d to three d i f ferent z i r c o n i u m atoms. T h e f o u r t h 
o x y g e n bears the h y d r o g e n a t o m a n d po in ts r o u g h l y p e r p e n d i c u l a r to the layers . 
T h e layers are s taggered so t h a t the p h o s p h a t e groups i n one l a y e r are above 
z i r c o n i u m atoms i n the next l ayer . T h i s a r r a n g e m e n t forms zeo l i te t y p e cages 
b e t w e e n the layers . T h e i n t e r l a y e r d i s tance is 7 .56 A . T h e i n t r o d u c t i o n of 
v a r i o u s cat ions tends to m o v e the layers f a r t h e r apar t to a c c o m m o d a t e a large 
i o n . C o p p e r - s u b s t i t u t e d z i r c o n i u m p h o s p h a t e w a s se lec ted for this w o r k s ince 
c o p p e r c o m p o u n d s are some of the most ac t ive catalysts for C O o x i d a t i o n . A s 
e x p e c t e d , the p r e l i m i n a r y tests s h o w e d c o p p e r - s u b s t i t u t e d z i r c o n i u m p h o s p h a t e 
to b e a m o r e ac t ive o x i d a t i o n cata lyst ( C O , m e t h a n o l , S 0 2 o x i d a t i o n ) t h a n 
coba l t s u b s t i t u t e d z i r c o n i u m p h o s p h a t e (17). T h e s e p r e l i m i n a r y q u a l i t a t i v e 
results w e r e o b t a i n e d b y p a s s i n g the gas m i x t u r e t h r o u g h a U - t u b e filled w i t h 
cata lyst . T h e c o p p e r - c o n t a i n i n g cata lyst r e a d i l y c o n v e r t e d m e t h a n o l a n d C O 
to t h e i r u l t i m a t e o x i d a t i o n p r o d u c t s , C 0 2 a n d w a t e r , at t emperatures less t h a n 
3 0 0 ° C . It also s h o w e d p r o m i s e for the o x i d a t i o n o f h y d r o c a r b o n s a n d S 0 2 at 
h i g h e r t emperatures . T h e c o b a l t - c o n t a i n i n g cata lyst w a s less ef fect ive for t o t a l 
o x i d a t i o n , a n d i t r e q u i r e d h i g h e r t emperatures for c o m p a r a b l e p e r f o r m a n c e . 
H o w e v e r , i t s h o w e d p r o m i s e as a cata lys t for speci f ic ox idat ions s ince i t p r o 
d u c e d a 3 0 % y i e l d of b u t y r a l d e h y d e at 9 4 % c o n v e r s i o n o f η-butyl a l c o h o l , 
t h u s , y i e l d i n g o n l y a s m a l l a m o u n t o f s ide p r o d u c t s . 

C a t a l y s t P r e p a r a t i o n . T h e p r e p a r a t i o n of the cata lys t i n v o l v e d f our ma jor 
s teps : ( 1 ) p u r i f i c a t i o n o f z i r c o n y l c h l o r i d e , ( 2 ) p r e p a r a t i o n o f α-zirconium 
p h o s p h a t e , ( 3 ) c u p r i c i o n exchange for h y d r o g e n i n the α-zirconium p h o s p h a t e , 
a n d ( 4 ) d e p o s i t i o n o f the cata lys t o n a suppor t . T h e first t w o steps w e r e 
p r e s e n t e d i n d e t a i l b y K a l m a n (18) a n d to some extent b y C l e a r f i e l d a n d 
Stynes (19). 

T h e c u p r i c i o n exchange r e a c t i o n c a n b e done b y e i ther a s o l i d - s o l i d (17) 
or w e t m e t h o d (18) u s i n g a m o r p h o u s or c r y s t a l l i n e z i r c o n i u m p h o s p h a t e . T h e 
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D = 7 . 5 6 A 
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Figure 1. X-ray diffraction pattern of crystalline 
α-zirconium phosphate 

s t a r t i n g m a t e r i a l i n th is w o r k w a s c rys ta l l ine α - z i r c o n i u m p h o s p h a t e . A n x - ray 
d i f f ra c t i on p a t t e r n ( F i g u r e 1) r e v e a l e d that the s t a r t i n g m a t e r i a l w a s c r y s t a l l i n e , 
as i n d i c a t e d b y the sharp peak at d s p a c i n g of 7 . 5 6 A . T h e s o l i d - s o l i d m e t h o d , 
w h i c h consists i n h e a t i n g a finely g r o u n d m i x t u r e o f z i r c o n i u m p h o s p h a t e a n d 
c u p r i c c h l o r i d e , was not c o n v e n i e n t for m a k i n g large amounts o f cata lyst . T h e 
w e t m e t h o d , d e v e l o p e d i n th is w o r k , i n v o l v e d r e f l u x i n g α - z i r c o n i u m p h o s p h a t e 
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(/) 
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CL 
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ce 
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D I F F R A C T I O N A N G L E ( D E G R E E S ) 

Figure 2. X-ray diffraction pattern of fully-sub
stituted α-zirconium phosphate 
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w i t h a c u p r i c acetate s o l u t i o n u n t i l the s u p e r n a t a n t b e c a m e colorless . T h e 
r e a c t i o n i s : 

Z r ( H P 0 4 ) 2 + C u ( C H 3 C O O ) 2 = Z r C u ( P 0 4 ) 2 + 2 C H 3 C O O H (1) 

X - r a y p o w d e r pat terns w e r e t a k e n d u r i n g the r e a c t i o n to d e t e r m i n e the extent 
of t h e c o p p e r s u b s t i t u t i o n . C o p p e r - s u b s t i t u t e d α - z i r c o n i u m p h o s p h a t e has a 
charac te r i s t i c d s p a c i n g of 9 .51 A , as s h o w n i n F i g u r e 2 , a n d thus c a n be d i s 
t i n g u i s h e d f r o m α - z i r c o n i u m p h o s p h a t e (d = 7 . 5 6 A ) . T h e s o l i d ca ta lys t w a s 
filtered a n d d r i e d , a n d the per centage o f c o p p e r w a s d e t e r m i n e d a n a l y t i c a l l y 
b y a n i o d o m e t r i c t i t r a t i o n w i t h s o d i u m th iosu l fa te u s i n g the m o d i f i e d F r i t z a n d 
S c h e n k (20) m e t h o d . T h e p e r c e n t a g e of c o p p e r s u b s t i t u t e d i n e v e r y b a t c h of 
cata lyst m a d e w a s greater t h a n 9 0 % . T h e r m a l g r a v i m e t r i c analys is ( T G A ) 
gave the w e i g h t loss of ca ta lys t w i t h i n c r e a s i n g t e m p e r a t u r e . A T G A of a 
0 . 4 0 1 5 - g r a m s a m p l e of 9 3 % c o p p e r - s u b s t i t u t e d z i r c o n i u m p h o s p h a t e is s h o w n 
i n F i g u r e 3 w i t h a n e x p l a n a t i o n o f the w e i g h t loss at c e r t a i n t e m p e r a t u r e ranges . 
T h e cata lys t has a dens i ty o f 2 .78 g r a m s / c m 3 , a n d a B E T area o f 7 .85 m 2 / g r a m 
was d e t e r m i n e d . T h i s r e l a t i v e l y l o w sur face a rea c a n r e a d i l y be i m p r o v e d b y 
m o d i f y i n g t h e p r e p a r a t i o n p r o c e d u r e . 

T h e last step i n the p r e p a r a t i o n cons i s ted o f d e p o s i t i n g t h e cata lys t o n a 
su i tab le s u p p o r t . A s u p p o r t w a s necessary s ince the cata lys t cons i s ted of 
m i c r o n - s i z e d crysta ls . A l t h o u g h t h e cata lyst a d h e r e d w e l l to t h e m , c o n v e n t i o n a l 
suppor ts s u c h as a l u m i n a a n d c l a y w e r e not u s e d i n th is w o r k because t h e y 

0 40 80 120 160 200 240 280 
TIME (MINI) 

Figure 3. Thermogravimetric analysis of 93% copper-substituted a-zir-
conium phosphate. A , assumed to be surface moisture; Β and C , weight 
loss from two moles of water; D , from incomplete substitution which 

results in condensation of phosphate groups. 

m a s k e d the cata lys t a c t i v i t y b y b e i n g c a t a l y t i c a l l y ac t ive themse lves . Asbestos 
w a s u s e d s ince i t does not affect cata lys t a c t i v i t y a n d a d h e r e to i t v e r y w e l l . 

T o depos i t the cata lys t o n asbestos a s l u r r y w a s first p r e p a r e d w i t h the 
d e s i r e d a m o u n t o f c o p p e r - s u b s t i t u t e d α - z i r c o n i u m p h o s p h a t e (4 g r a m s ) a n d 
b e n z e n e . T h e n , 8.0 grams of a c i d - w a s h e d , m e d i u m fiber p u r i f i e d asbestos w a s 
m i x e d i n w i t h the s l u r r y . T h e b e n z e n e w a s next a l l o w e d to evapora te , a n d the 
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Figure 4. Apparatus for carbon monoxide oxidation. A—needle valve, Β—flowmeter, 
C—manometer, D—feed sampling port, Ε—temperature controller, F—preheater, G— 
thermocouple, H—catalytic bed, I—heating tape, J—insulation, Κ—condenser, L— 
effluent sampling port, M—wet test meter, Ν—junction board, Ο—temperature re
corder, Ρ—gas chromât ο graph oven, Q—gas chromatograph control module, R—oven 

injection ports, S—strip chart recorder, Τ—digital integrator. 

r e s i d u a l vapors w e r e r e m o v e d b y h e a t i n g the cata lyst to 1 2 0 ° C for 12 hrs . T h e 
sur face area of the cata lys t o n s u p p o r t was 1 0 . 9 1 m 2 / g r a m s as d e t e r m i n e d b y 
the B E T m e t h o d . 

Experimental 
A p p a r a t u s . T h e e x p e r i m e n t a l a p p a r a t u s f o r C O o x i d a t i o n o n c o p p e r -

s u b s t i t u t e d α-zirconium p h o s p h a t e o n asbestos is s h o w n i n F i g u r e 4. T h e gas 
flow rate f r o m e a c h t a n k w a s c o n t r o l l e d b y a need le v a l v e ( A ) a n d m e a s u r e d 
b y a flowmeter ( B ) . T h e flowmeters w e r e c a l i b r a t e d w i t h a w e t test m e t e r ( M ) 
a n d a 10-cc soap b u b b l e meter . T h e gas pressure u p s t r e a m f r o m the reac tor 
was m e a s u r e d b y a m e r c u r y m a n o m e t e r ( C ) , a n d the d o w n s t r e a m l i n e w a s 
v e n t e d to the a tmosphere . T h e reac tor cons is ted of 2 .5 ft o f 2 5 m m d i a m e t e r 
boros i l i ca te glass t u b i n g , 1 ft of w h i c h w a s u s e d for the c a t a l y t i c b e d ( H ) a n d 
1.5 ft for the p r e h e a t sec t ion ( F ) . B o t h sections w e r e w r a p p e d w i t h h e a t i n g 
tape ( I ) , p o w e r e d b y var iacs ( E ) , a n d enc l o sed w i t h fiberglass i n s u l a t i o n ( J ) . 
T h e c a t a l y t i c b e d w a s filled w i t h 4 grams of cata lys t ( 9 3 % c o p p e r - s u b s t i t u t e d 
z i r c o n i u m p h o s p h a t e ) o n 8 grams of asbestos fibers as s u p p o r t . T h e t e m p e r a 
ture i n the reactor w a s m e a s u r e d b y t w o t h e r m o c o u p l e s ( G ) , one at t h e 
entrance a n d the o ther at the ex i t o f the c a t a l y t i c b e d . T h e t e m p e r a t u r e w a s 
c o n t i n u o u s l y c o n t r o l l e d w i t h i n ± 3 ° C a n d m o n i t o r e d b y a s t r ip c h a r t p o t e n t i o -
m e t r i c r e c o r d e d ( O ) . T h e b l i n d p r o b e w i t h asbestos fibers i n d i c a t e d n o C O 
c o n v e r s i o n . T h e effluent gases f r o m the reac tor w e r e c o o l e d i n a c ondenser ( K ) 
a n d e x p e l l e d t h r o u g h a n exhaust h o o d . T w o s a m p l i n g ports ( D , L ) w e r e 
l o c a t e d be fore a n d after the reactor to w i t h d r a w f e e d a n d effluent samples for 
analys is . T h e y c o n t a i n e d a r u b b e r s e p t u m t h r o u g h w h i c h a syr inge need le 
c o u l d be i n s e r t e d for s a m p l e r e m o v a l . 

T h e gas samples w e r e a n a l y z e d b y a G o w M a c t h e r m a l c o n d u c t i v i t y gas 
c h r o m a t o g r a p h ( P , Q , R ) . T h e analys is r e q u i r e d t h a t N 2 , 0 2 , C O a n d C 0 2 

be s e p a r a t e d b y the c o l u m n s i n the gas c h r o m a t o g r a p h i n o r d e r t o c a l c u l a t e 
the c o m p o s i t i o n of the f e e d a n d eff luent streams. A c o l u m n c o n t a i n i n g m o l e c u 
lar s ieve 5 A c o u l d separate N 2 , 0 2 , a n d C O b u t a d s o r b e d C 0 2 (21, 22). A 
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s e c o n d c o l u m n c o n t a i n i n g s i l i c a g e l , w h i c h separa ted C O s f r o m the o ther gases, 
c o m p l e t e d the ana lys i s . T h e best s e p a r a t i o n w a s o b t a i n e d w i t h 16 f t o f m o l e c u 
l a r s ieve 5 A a n d 4.5 ft of s i l i c a g e l , u s i n g 0 . 2 5 - i n c h c o p p e r t u b i n g f o r c o l u m n s 
at a n o v e n t e m p e r a t u r e of 1 0 0 ° C a n d a c a r r i e r gas flow rate of 5 0 c c / m i n of 
h e l i u m . A d i g i t a l in tegra tor ( T ) was u s e d d u r i n g a l l e x p e r i m e n t a l runs to 
eva luate c o m p o s i t i o n . S i n c e the v o l u m e p e r c e n t of e a c h gas f o u n d f r o m the 
in tegra tor d i d not exac t l y e q u a l the a c t u a l v o l u m e p e r c e n t of the gases, a 
c a l i b r a t i o n c u r v e w a s d e t e r m i n e d for a l l ranges o f c o m p o s i t i o n . 

T h e results o b t a i n e d w i t h t w o f e e d m i x t u r e s c ons i s t ing of 0 2 a n d C O are 
r e p o r t e d i n th is s t u d y . O n e c o n t a i n e d a C O : 0 2 rat io of 1:4, the o ther h a d a 
C O : Q 2 ra t i o of 1:9. T h e flow rate t h r o u g h the reac tor w a s v a r i e d f r o m 2 7 . 5 
to 3 1 2 c c / m i n , c o r r e s p o n d i n g to the range o f m e a n contac t t imes of 0 .214 to 
1.77 g r a m h r / l i t e r . I n th i s flow range the pressure d r o p across the reactor was 
n e g l i g i b l e . H o w e v e r , the runs p e r f o r m e d w i t h N 2 / 0 2 m i x t u r e , c o r r e s p o n d i n g 
to the c o m p o s i t i o n of a i r w i t h the a d d i t i o n of a s m a l l pe r centage o f C O , 
r e s u l t e d i n c o m p l e t e c o n v e r s i o n of C O s ince large contact t imes h a d to be u s e d 
to a v o i d large pressure drops . 

P r o c e d u r e . E a c h b a t c h of cata lys t o n asbestos s u p p o r t w a s i n i t i a l l y h e a t e d 
at 4 0 0 ° C i n the reactor f or 3 hrs , u n d e r N 2 p u r g e to r e m o v e a n y r e s i d u a l 
m o i s t u r e . T h e cata lys t w a s t h e n h e a t e d at the d e s i r e d t e m p e r a t u r e w i t h the 
r e q u i r e d 0 2 flow rate for 1 h r . T h e C O w a s next i n t r o d u c e d a n d w a s a l l o w e d 
to flow for 15 m i n u n t i l a s teady state w a s es tab l i shed . T h e t e m p e r a t u r e w a s 
k e p t constant to w i t h i n 3 ° C d u r i n g th is t i m e a n d t h r o u g h o u t the r u n . A f e e d 
s a m p l e (0 .5 c c ) w a s t a k e n w i t h a syr inge f r o m the entrance p o r t to t h e reac tor 
a n d i n j e c t e d i n t o the m o l e c u l a r s ieve c o l u m n , w h i c h s e p a r a t e d 0 2 a n d C O . 
T w o effluent samples w e r e t a k e n f r o m the exit p o r t of the reactor . T h e first 
was i n j e c t e d i n the m o l e c u l a r s ieve c o l u m n , w h i c h a g a i n separated C O a n d 0 2 , 
b u t a d s o r b e d C 0 2 . T h e s e c o n d s a m p l e w a s in j e c t ed in to the s i l i c a g e l c o l u m n , 
w h i c h separa ted C 0 2 f r o m the m i x t u r e . T h i s p r o c e d u r e w a s r e p e a t e d severa l 
t imes for e v e r y flow rate to assure that steady-state c o m p o s i t i o n w a s b e i n g 
o b t a i n e d . T h e d a t a for the compos i t i ons w e r e t h e n a v e r a g e d a n d c o r r e c t e d 
u s i n g the c a l i b r a t i o n c u r v e . 

T a b l e II. K i n e t i c D a t a f o r C a r b o n M o n o x i d e O x i d a t i o n ( C 0 : 0 2 r a t i o is 1:4) 
Temperature Feed Rate Contact Time 

Run No. (°C) Conversion xco (cc/min) τ, (gram hr/liter) 
1 325 1.00 37.5 1.77 
2 325 1.00 43.3 1.54 
3 325 1.00 56.5 1.18 
4 325 0.866 75.1 0.889 
5 325 0.608 112.5 0.592 
6 325 0.471 156.0 0.427 
7 300 0.921 37.5 1.77 
8 300 0.842 43.3 1.54 
9 300 0.729 56.5 1.81 

10 300 0.649 75.1 0.889 
11 300 0.405 112.5 0.592 
12 300 0.294 156.0 0.427 
13 275 0.689 37.5 1.77 
14 275 0.574 43.3 1.54 
15 275 0.469 56.5 1.18 
16 275 0.413 75.1 0.889 
17 275 0.276 112.5 0.592 
18 275 0.152 156.0 0.427 
19 250 0.433 37.5 1.77 
20 250 0.376 43.3 1.54 
21 250 0.289 56.5 1.18 
22 250 0.232 75.1 0.889 
23 250 0.0984 112.5 0.592 
24 250 0.0919 156.0 0.427 
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T a b l e I I I . K i n e t i c D a t a f o r C a r b o n M o n o x i d e O x i d a t i o n ( C 0 : 0 2 r a t i o is 1:9) 

Temperature Feed Rate Space Time 
Run No. (°C) Conversion xco (cc/min) τ, (gram hr/liter) 

25 325 0.972 75.1 0.889 
26 325 0.878 86.6 0.770 
27 325 0.817 113.3 0.588 
28 325 0.623 150.1 0.444 
29 325 0.497 225.2 0.296 
30 325 0.340 312.0 0.214 
31 300 0.826 75.1 0.889 
32 300 0.694 86.6 0.770 
33 300 0.555 113.3 0.588 
34 300 0.465 150.1 0.444 
35 300 0.299 225.2 0.296 
36 300 0.204 312.0 0.214 
37 275 0.552 75.1 0.889 
38 275 0.484 86.6 0.770 
39 275 0.368 113.3 0.588 
40 275 0.256 150.1 0.444 
41 275 0.170 225.2 0.296 
42 275 0.143 312.0 0.214 
43 250 0.339 75.1 0.889 
44 250 0.252 86.6 0.770 
45 250 0.220 113.3 0.588 
46 250 0.133 150.1 0.444 
47 250 0.0530 225.2 0.296 
48 250 0.0349 312.0 0.214 

Discussion 

I n th is s t u d y 4 8 e x p e r i m e n t a l runs u n d e r v a r y i n g c o n d i t i o n s o f t e m p e r a 
ture , flow rate , a n d c o m p o s i t i o n w e r e m a d e . T h e w e i g h t o f cata lys t u s e d i n 
a l l of the r u n s w a s 4 grams ( 9 3 % c o p p e r - s u b s t i t u t e d α-zirconium p h o s p h a t e ) 
o n 8 grams asbestos suppor t . C O o x i d a t i o n proceeds a c c o r d i n g to the f o l l o w i n g 
s t o i c h i o m e t r y : 

CO + I 0 2 • C 0 2 (2) 
2 ZrCu(P0 4 ) 2 

R u n s 1 t h r o u g h 2 4 w e r e d o n e w i t h a v o l u m e ra t i o of C O : 0 2 o f 1:4 a n d 
runs 2 5 t h r o u g h 4 8 w i t h a rat io of 1:9. N o signs of cata lys t d e a c t i v a t i o n w e r e 
d e t e c t e d d u r i n g severa l m o n t h s of e x p e r i m e n t a t i o n . T h e results are g i v e n i n 
T a b l e s I I a n d I I I . 

A m a t e r i a l b a l a n c e w a s d o n e for e a c h r u n b y s t o i c h i o m e t r i c a l l y b a l a n c i n g 
the n u m b e r o f mo les of a n y t w o of the three gas species p a r t i c i p a t i n g i n 
E q u a t i o n 2 . T h e c a l c u l a t i o n i n v o l v e d the d e t e r m i n a t i o n of the t o t a l n u m b e r o f 
moles of effluent p e r m o l e of f e e d b y e i ther o f the three ba lances ( C O a n d 0 2 , 
C 0 2 a n d 0 2 , C O a n d C 0 2 ) w h i c h i d e a l l y s h o u l d g ive the same v a l u e i f R e a c t i o n 
2 w e r e the o n l y one t a k i n g p l a c e as a s s u m e d (18). T h e m a x i m u m di f ference 
b e t w e e n the three c o m p o n e n t ba lances was b e l o w 4 % for a l l the r u n s p r e 
sented here , w h i c h is a reasonab ly g o o d agreement c o n s i d e r i n g t h e t y p e o f 
appara tus u s e d a n d poss ib le e x p e r i m e n t a l errors . T o r e d u c e the in f luence of 
this error i n e v a l u a t i n g k i n e t i c d a t a , a n average o f the three va lues o f the t o t a l 
moles of effluent p e r m o l e of f e e d w a s t a k e n . 

T h e p o r o s i t y of the p a c k e d b e d of asbestos fibers u s e d w a s ca. 0 .75 , the 
a p p a r e n t dens i ty of the fibers i m p r e g n a t e d w i t h the cata lyst w a s less t h a n the 
d e n s i t y of w a t e r . T h e fibers u s e d w e r e of d i f ferent l engths , a n d r a d i i a n d 
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f o r m e d i r r e g u l a r n e t w o r k s o f h i g h tor tuos i ty fac tor . T h e m e a n fiber l e n g t h a n d 
d i a m e t e r w e r e a p p r o x i m a t e l y 1 c m a n d 0.1 c m , r e spec t i ve ly . E v e n f o r l o w 
R e y n o l d s n u m b e r s , suff icient m i x i n g o c c u r r e d i n t h e b e d so t h a t mass t rans fer 
w a s no t rate c o n t r o l l i n g . F o r the flow rates a n d t empera tures u s e d , the 
R e y n o l d s n u m b e r w a s b e t w e e n 2 a n d 10. I t is d i f f i cu l t to a p p l y a n e m p i r i c a l 
c o r r e l a t i o n for mass transfer coeff icient p r e d i c t i o n s , s u c h as the one o b t a i n e d 
b y P e t r o v i c a n d T h o d o s (23) f or beds p a c k e d w i t h spheres t o th is i r r e g u l a r 
p a c k e d b e d o f fine fibers. H o w e v e r , i t c a n b e s h o w n , f o l l o w i n g Sat ter f i e ld 
(24), t h a t i f mass transfer w e r e rate c o n t r o l l i n g , a 99% c o n v e r s i o n o f CO 
w o u l d be r e a c h e d at a L/dp ra t i o of 3.2 a n d 7.4 at R e y n o l d s n u m b e r s o f 1 a n d 
10, r e spec t i ve ly . T h e e q u i v a l e n t average p a r t i c l e d i a m e t e r , dp, is 0.38 c m at the 
most . A b e d o f over 30 c m i n l e n g t h , L, w a s u s e d , a n d m u c h l o w e r convers ions 
w e r e o b t a i n e d at the ex i t , w h i c h seems to i n d i c a t e that the c h e m i c a l r e a c t i o n is 
rate c o n t r o l l i n g . T h i s a s s u m p t i o n w a s just i f i ed a posteriori b y t h e m a g n i t u d e 
o f the e v a l u a t e d a c t i v a t i o n energy . W e a s s u m e d t h a t a x i a l d i s p e r s i o n m a y be 
n e g l e c t e d because of the large L/dp ra t i o . T h i s s h o u l d be v e r i f i e d b y a t racer 
e x p e r i m e n t . I n t u i t i v e l y , the assumpt ions o f g o o d r a d i a l m i x i n g a n d n e g l i g i b l e 
a x i a l d i s p e r s i o n are just i f ied s ince i t seems t h a t the n e t w o r k s of asbestos fibers 
act l i k e m u l t i p l e screens to b r e a k r e p e a t e d l y the v e l o c i t y pro f i le a n d create 
m i x i n g . 

T h e i n t e g r a l m e t h o d of analys is w a s a p p l i e d to a l l the d a t a (24). A 
r e a c t i o n rate express ion w a s h y p o t h e s i z e d , i n t r o d u c e d i n t o the p l u g flow reactor 
mass b a l a n c e , a n d i n t e g r a t e d . T h e i n t e g r a t e d express ion w a s p l o t t e d against 
contac t t i m e u s i n g the e x p e r i m e n t a l l y d e t e r m i n e d va lues . A p l o t o f In (1/1 — x) 
vs. c ontac t t i m e , W/q, c o r r e s p o n d i n g to the first-order r e a c t i o n w i t h respect 
to CO, f a i l e d to y i e l d a s t ra ight l i n e , e x h i b i t i n g a de f in i te c onvex c u r v a t u r e . A 
p l o t of c o n v e r s i o n , x, vs. c ontac t t i m e , W/q, c o r r e s p o n d i n g to a zero -o rder 

2-4 

C O N T A C T TIME,. W/2V IHR-G/LITER) 

Figure 5. Carbon monoxide oxidation on copper-substituted zirconium 
phosphate at a CO:Ot ratio of 1:4. Least-squares fit for: —rco = kCco"5. 

r e a c t i o n , r e s u l t e d i n a c o n c a v e c u r v e . T h i s i n d i c a t e d t h a t the o r d e r o f r e a c t i o n 
w i t h respect to C O was b e t w e e n zero a n d one . T h e r e a c t i o n rate of o r d e r 0.5 
fitted the d a t a v e r y w e l l . 
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0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

CONTACT TIME v W/£N (HR-G/LITEFU 

Figure 6. Carbon monoxide oxidation on copper-substituted zirconium 
phosphate at a CO:Ot ratio of 1:9. Least-squares fit for: —rCo = k C C o ° 5 . 

- rco = fc(CCo)0-5 ( 3 ) 

T h e i n t e g r a t e d express ion , t a k i n g i n t o a c c o u n t the s l ight c o n t r a c t i o n o f the 
r e a c t i o n m i x t u r e c a u s e d b y r e a c t i o n , has the f o l l o w i n g f o r m : 

k W Λ , , (1 + ε) Γ V l + sx - V- ε (1 - ζ ) Ί , Ν 

W^ç " 1 ~ ^ " *> + ε> + 7 = **[ l-V^e J ( 4 ) 

B y p l o t t i n g the r i g h t s ide of E q u a t i o n 4 vs. c ontac t t i m e , W/q, s t ra ight 
l ines w e r e o b t a i n e d b y a least -squares m e t h o d for b o t h C O : 0 2 rat ios . T h e s e 
results are p r e s e n t e d i n F i g u r e s 5 a n d 6. T h e r e a c t i o n rate constant for e a c h 
t e m p e r a t u r e was e v a l u a t e d f r o m the s lope o f the s t ra ight l i n e fitted b y the 
least -squares m e t h o d . 

T h e rate of C O o x i d a t i o n p r o b a b l y d e p e n d s i n some m a n n e r o n the 0 2 

c o n c e n t r a t i o n also. T h i s d e p e n d e n c e is d i f f i cul t to e s tab l i sh f r o m the results 
p r e s e n t e d here s ince 0 2 w a s u s e d i n l a rge excess over the s t o i c h i o m e t r i c ra t i o 
a n d its c o n c e n t r a t i o n s t a y e d w e l l w i t h i n 3 % of its entrance v a l u e for b o t h 
C O : 0 2 f e e d rat ios . T h e r e f o r e , the 0 2 c o n c e n t r a t i o n m a y b e a s s u m e d to be 
constant a n d e q u a l to its i n i t i a l v a l u e at the reac tor entrance . I n c r e a s i n g t h e 
i n i t i a l 0 2 c o n c e n t r a t i o n b y 1 2 . 5 % f r o m the 1:4 to the 1:9 m i x t u r e d i d no t 
h a v e a n y effect, w i t h i n e x p e r i m e n t a l e rror , o n the r e a c t i o n rate constant ; th is 
ind i ca tes t h a t the r e a c t i o n rate is i n d e p e n d e n t o f 0 2 c o n c e n t r a t i o n w h e n large 
excess o f i t are present . A t rat ios o f 0 2 to C O la rger t h a n 8, the s t o i c h i o m e t r i c 
ra t i o the cata lyst sur face is a l w a y s s a t u r a t e d w i t h 0 2 , a n d the steps i n the 
r e a c t i o n m e c h a n i s m s i n v o l v i n g 0 2 are not rate l i m i t i n g . 

T h e r e a c t i o n rate constants , e v a l u a t e d i n F i g u r e s 5 a n d 6 at di f ferent 
t emperatures w e r e u s e d to p r e p a r e a n A r r h e n i u s p l o t of l o g k vs. 1/T as s h o w n 
i n F i g u r e 7. A s ing le s t ra ight l i n e w a s o b t a i n e d for b o t h v o l u m e rat ios C O : 0 2 . 
F r o m the s lope o f the l i n e a n a p p a r e n t a c t i v a t i o n e n e r g y o f 12.5 k c a l / m o l e 
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O.oi I 1 1 1 1 1 1 

1.65 1.7 1.75 1.8 1.85 1.9 1.95 
I/Tx I03 <°Kf1 

Figure 7. Arrhenius plot of the specific rate constant vs. 
temperature 

Figure 8. Conversion vs. contact time for a CO:Ot feed ratio of 1:4 
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was c a l c u l a t e d . T h e c o m p l e t e e m p i r i c a l rate express ion for C O o x i d a t i o n o n 
c o p p e r - s u b s t i t u t e d z i r c o n i u m p h o s p h a t e at 2 5 0 ° - 3 2 5 ° C a n d for C O : 0 2 v o l u m e 
rat ios s m a l l e r t h a n 1:4, takes the f o l l o w i n g f o r m : 

- rco = 3.218 X 10· e C " c o ( 5 ^ 0 ) (5) 
\ gram nr / 

T h e results o b t a i n e d b y u s i n g the rate express ion g i v e n b y E q u a t i o n 5 are 
c o m p a r e d w i t h the e x p e r i m e n t a l va lues for b o t h C O : 0 2 v o l u m e rat ios i n 
F i g u r e s 8 a n d 9 a n d s h o w g o o d agreement . 

It is d i f f i cul t to c o m p a r e the p e r f o r m a n c e of th is cata lyst i n C O o x i d a t i o n 
w i t h o ther catalysts u s e d u n d e r s i m i l a r c o n d i t i o n s s ince l i t e ra ture d a t a are 
scat tered a n d the f e w r e p o r t e d rate expressions w e r e d e t e r m i n e d u n d e r e n t i r e l y 
d i f ferent ranges of t e m p e r a t u r e a n d concentrat ions . Ser ious errors c a n arise i n 
e x t r a p o l a t i n g e m p i r i c a l rate expressions to a d i f ferent set of c o n d i t i o n s s ince 
another step i n a c o m p l e x r e a c t i o n m e c h a n i s m m a y b e c o m e rate d e t e r m i n i n g . 
T h e r e a c t i o n rate w i l l also d e p e n d s t rong ly o n the i n t r i n s i c c a t a l y t i c a c t i v i t y 
a n d o n the a v a i l a b i l i t y o f the ca ta lys t sur face . T o est imate t h e p e r f o r m a n c e o f 
this n e w cata lyst a n d others u s e d i n C O o x i d a t i o n , T a b l e I V l ists k n o w n c a t a 
lysts w h i c h are ac t ive i n C O o x i d a t i o n a l o n g w i t h the o p e r a t i n g c o n d i t i o n s u s e d 

Δ 325 °c 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

CONTACT T I M E . W/Qv (HR-G/LlTER) L 

Figure 9. Conversion vs. contact time for a CO:Ot feed ratio of 1:9 

i n those inves t igat i ons . R a t e constants w e r e not g i v e n i n some o f these s tudies 
a n d w e r e d e t e r m i n e d at 3 0 0 ° C w h e n e v e r poss ib le b y e x t r a p o l a t i n g t h e a v a i l a b l e 
d a t a . T h e catalysts are c o m p a r e d i n the f o l l o w i n g w a y s : (a ) the a c t i v a t i o n 
energies are l i s t e d , ( b ) the i n i t i a l rates at 3 0 0 ° C for a 4 % C O m i x t u r e are 
l i s t e d , ( c ) the contact t imes necessary to ach ieve 9 0 % c o n v e r s i o n o f the above 
m i x t u r e i n a p l u g flow reactor are c a l c u l a t e d . 

T a b l e I V shows that c o p p e r - s u b s t i t u t e d α-zirconium p h o s p h a t e is at least 
c o m p a r a b l e w i t h the o ther catalysts . T h e c o m p a r i s o n is p e r g r a m of cata lys t 
w i t h o u t c o n s i d e r i n g some i m p o r t a n t parameters s u c h as the sur face area . T h e 
ex treme va lues o b t a i n e d for a l u m i n a a n d p a l l a d i u m o n α-alumina ( 6 ) p r o b a b l y 
resul t f r o m the fact that the d a t a w e r e e x t r a p o l a t e d outs ide the r e g i o n i n w h i c h 
the d e t e r m i n e d rate expressions w e r e v a l i d a n d that the sur face areas w e r e 
d i f ferent b y a f e w orders of m a g n i t u d e . O u r cata lyst seems to h a v e a be t ter 
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T a b l e I V . C o m p a r i s o n o f D i f f e r e n t 

Investigator Catalyst 
Temperature 
Range (°C) Rate Law 

Schwab (26) CuO 310-430 r = k[CO] 

Tajbl. et al. (6) 0.5 wt % Pd on 
α-alumina 200-234 

r " *[CO] 

Coekelbergs 
et al. (7) 

alumina 

irradiated alumina 

210-360 

210-360 

r = fc[CO][02]°-2 

r » /c[CO][02]°-2 

Parravano (5) NiO 180-240 r = &[CO][02]°-25 

Hughes and Hill (27) V 2 0 5 370-430 
M C O ] 

1 + HCO] 

Schwab and Gossner 
(4) Pd 

Ag 

250-320 

250-550 

r - k m 

" [CO] 
r = MCO][02] 

This work ZrCu(P0 4 ) 2 250-325 r = fc[CO]0-5 

p e r f o r m a n c e t h a n n i c k e l ox ide a n d v a n a d i u m ox ide . T h e a c t i v a t i o n e n e r g y of 
12.5 k c a l / m o l e is w e l l w i t h i n the range o f p r e v i o u s l y f o u n d va lues for C O 
o x i d a t i o n o n v a r i o u s surfaces . T h e effect of the r e a c t i o n o n the cata lys t a n d 
the m a n n e r of d e a c t i v a t i o n is no t k n o w n s ince convers ions o b t a i n e d c o u l d be 
r e p r o d u c e d after a a l o n g t i m e w i t h n o s i g n o f d e a c t i v a t i o n . T h e r e w a s n o 
c h a n g e i n co lor or i n the fine, p o w d e r y q u a l i t y o f the cata lys t after p r o l o n g e d 
use . 

T h e e v a l u a t e d r e a c t i o n rate o rder o f 0.5 ind i ca tes a c o m p l e x r e a c t i o n 
m e c h a n i s m . A f e w e x p e r i m e n t a l runs w e r e p e r f o r m e d at C O : 0 2 f e e d rat ios of 
1:2 a n d 1 :1 . T h e results c o u l d s t i l l be i n t e r p r e t e d o n the basis of the p r e v i o u s l y 
e v a l u a t e d rate express ion o f 0.5 o rder , a n d the r e a c t i o n rate constant r e m a i n e d 
a p p a r e n t l y i n d e p e n d e n t of o x y g e n c o n c e n t r a t i o n . S e v e r a l a d s o r p t i o n - d e s o r p t i o n 
m e c h a n i s m s c o u l d be d e v i s e d to a c c o u n t for this b e h a v i o r . H o w e v e r , the 
a m o u n t of e x p e r i m e n t a l d a t a a v a i l a b l e w a s insuf f ic ient to d i s t i n g u i s h b e t w e e n 
var i ous poss ib le m e c h a n i s m s . F u r t h e r studies u n d e r d i f ferent ranges of reac tant 
concentrat i ons are necessary to d e t e r m i n e t h e correct m e c h a n i s m . 

Conclusions 

C o p p e r - s u b s t i t u t e d α - z i r c o n i u m p h o s p h a t e is c o m p a r a b l e i n a c t i v i t y w i t h 
o ther ac t ive catalysts i n C O o x i d a t i o n a n d mer i t s f u r t h e r i n v e s t i g a t i o n . T h e 
r e a c t i o n rate w a s p r o p o r t i o n a l to the square root of the C O c o n c e n t r a t i o n , i n d i 
c a t i n g a c o m p l e x r e a c t i o n m e c h a n i s m . O x y g e n , w h e n present i n large excess 
o v e r its s t o i c h i o m e t r i c ra t i o , d i d not in f luence the rate o f r eac t i on . T h e a p p a r e n t 
a c t i v a t i o n e n e r g y is 12.5 k c a l / m o l e . 

C o p p e r s u b s t i t u t i o n in to c r y s t a l l i n e α - z i r c o n i u m p h o s p h a t e renders a c a t a -
l y t i c a l l y a c t i v e c o m p o u n d for C O o x i d a t i o n . T h i s cata lys t does not e x h i b i t a n y 
a g i n g , a n d the rate express ion ind i ca tes t h a t i t is not se l f -po i soned b y C O . T h e 
p o t e n t i a l f o r use i n a b a t e m e n t i n a u t o m o b i l e p o l l u t i o n exists a n d s h o u l d be 
e x p l o r e d f u r t h e r . T h e sur face area o f the cata lyst a n d m e t h o d s o f d e p o s i t i o n 
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C a t a l y s t s i n C a r b o n M o n o x i d e O x i d a t i o n 

Activation Initial Rate Contact Time 
Energy (kcal/mole) Rate Constant at 800°C (gram mole/hr gram) (gram hr/liter) 

18.0 

28.5 0.0681 (mole/gram hr) 2.7 Χ 10"1 0.001 

18.0 0.026 (liter 1 2 / 6.17 X 10~6 317 
gram hr mole0-2) 

18.0 0.068 (liter 1 2 / 16.2 Χ 10" 6 121 
gram hr mole0-2) 

13.0 3.98 (liter1-*/ 6.87 Χ 10" 4 2.9 
gram hr mole0-25) 

k\ = 0.045 (liter/gram hr) 
k2 = 169.4 (mole/liter)- 1 3.34 Χ 10"* 54.1 

14.0 

22.0 

12.5 0.0531 (liter 0 5 mole 0 5 / 1.55 Χ 10" 3 0.7 
gram hr) 

o n v a r i o u s suppor ts w i l l b e i n v e s t i g a t e d as w e l l as its a c t i v i t y i n v a r i o u s o x i d a 
t i o n react ions . D i f f e r e n t t r a n s i t i o n m e t a l cat ions c a n be e x c h a n g e d for h y d r o g e n 
i n t o c r y s t a l l i n e z i r c o n i u m p h o s p h a t e w h i c h has a s t ruc ture w i t h zeo l i te t y p e 
cages. T h i s p r o d u c e s a n enormous a m o u n t of n e w catalysts . T h e c a t a l y t i c 
a c t i v i t y of these substances s h o u l d be f u r t h e r tes ted a n d c o m p a r e d . 

Nomenclature 

C c o c a r b o n m o n o x i d e c o n c e n t r a t i o n , m o l e s / l i t e r 
C02 o x y g e n c o n c e n t r a t i o n , m o l e s / l i t e r 
Ε a c t i v a t i o n energy , c a l 
k r e a c t i o n rate constant ( m o l e 0 - 5 l i ter° - 5 / gram h r ) 
N i n u m b e r of moles of c o m p o n e n t i 
N T t o t a l n u m b e r of moles 
Ni° i n i t i a l n u m b e r o f moles o f c o m p o n e n t i 
N T ° i n i t i a l t o t a l n u m b e r of moles 
q v o l u m e t r i c f l ow rate of the gaseous m i x t u r e , l i t e r / h r 
R u n i v e r s a l gas constant , c a l / m o l e °K 
~rco r e a c t i o n rate b a s e d o n d i s a p p e a r a n c e of c a r b o n m o n o x i d e , m o l e s / g r a m h r 
Τ t e m p e r a t u r e , °K 

N t ° - N{ f 

x — _ f r a c t i o n a l c o n v e r s i o n 

W T ~ N T ° 
ε = _ _ coeff ic ient of e x p a n s i o n 
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The Oxidation of o-Xylene in a 
Transported Bed Reactor 

MARK S. WAINWRIGHT and TERRENCE W. HOFFMAN 

Department of Chemical Engineering, McMaster University, 
Hamilton, Ontario, Canada 

o-Xylene was oxidized on a vanadia-on-silica catalyst in a bench
-scale fixed bed reactor. Reaction products were analyzed at short 
on-stream times. These results indicated that reaction rates on 
freshly oxidized catalyst are much higher than those observed 
after steady state has been achieved; selectivity to organic oxida
tion products is also improved significantly. This reaction was 
also done in a pilot-scale transported bed reactor in which the 
catalyst was conveyed by the reactant/product gases. Stable 
operation was achieved at very high solid loadings (solid/gas 
ratios up to 250 and voidages from 0.60 to 0.86). The high reac
tion rates and selectivities can be exploited in such reactors, 
and suggestions for further research on such reactor systems are 
included. 

O- X y l e n e w a s o x i d i z e d i n a t r a n s p o r t e d b e d reactor w h e r e the finely d i 
v i d e d cata lys t ( v a n a d i a o n a s i l i c a s u p p o r t ) w a s c o n v e y e d u p w a r d i n 

a t u b e b y the r e a c t i n g gas m i x t u r e . T h e advantages of a t r a n s p o r t e d b e d 
reactor are : (a ) n e a r l y p l u g f l ow b e h a v i o r of the gas a n d s o l i d a n d h e n c e 
bet ter c o n t r o l of r es idence t i m e of the r e a c t i n g a n d p r o d u c t gases, ( b ) essen
t i a l l y i s o t h e r m a l o p e r a t i o n e v e n at h i g h r e a c t i o n rates because of the g o o d 
heat t rans fer rates f r o m s o l i d p a r t i c l e s to gas a n d s o l i d / g a s s l u r r y to w a l l a n d 
the heat s ink p r o v i d e d b y the mass of s o l i d e n t r a i n e d i n the gas, a n d ( c ) c o n 
t i n u o u s use of r e a c t i v a t e d cata lys t s ince the so l ids are c o n t i n u a l l y a d d e d a n d 
w i t h d r a w n ( I ) . T h e m a i n d i s a d v a n t a g e s are : (a ) p o s s i b l y the d i l u t e c o n 
centrat ions of so l ids i n p n e u m a t i c a l l y c o n v e y e d systems a n d h e n c e the n e e d 
for h i g h speci f ic r e a c t i v i t y of the cata lys t , ( b ) poss ib le h i g h a t t r i t i o n of the 
cata lys t a n d eros ion of reactor i n t e r n a l s , a n d ( c ) c o m p l i c a t e d e q u i p m e n t , 
e spec ia l l y the cata lys t r e c o v e r y sys tem. 

T h i s s t u d y w a s done to eva luate the p e r f o r m a n c e of th is u n i q u e c o n t a c t i n g 
reactor for o x i d a t i o n react ions l i k e o -xy lene . I n th i s r e a c t i o n the rates are h i g h 
e n o u g h a n d i n t e r m e d i a t e p r o d u c t s are d e s i r e d ; m o r e o v e r , i t is h i g h l y e x o t h e r m i c . 

W o r k w i t h t r a n s p o r t e d b e d reactors has b e e n l i m i t e d because the react ions 
m u s t be v e r y fast. M o s t of the research has b e e n done b y i n d u s t r i a l g r o u p s 
a n d is d e s c r i b e d i n patents . T h e i r use i n c l u d e s c a t a l y t i c c r a c k i n g , F i s h e r -
T r o p s c h h y d r o c a r b o n synthes is , c o a l gas i f i ca t ion , a ce ty l ene g e n e r a t i o n , a n d 
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n u c l e a r reactors . E c h i g o y a et al. (2) r epor t a bench -s ca le reac tor f o r c u m e n e 
d e c o m p o s i t i o n o n a n a l u m i n a - s i l i c a t e ca ta lys t , a n d r e c e n t l y d e L a s a a n d G a u 
( 3 ) r epor t t h e d e c o m p o s i t i o n o f ozone i n a p i l o t - s ca l e u n i t . E x c e p t f o r the 
la t ter , n o n e o f these studies reports o n these u n i t s as c h e m i c a l reactors . 

The Oxidation Reaction 

R e a c t i o n Steps . D e f i n i t i v e s tudies o n o -xylene o x i d a t i o n o n v a n a d i a c a t a 
lysts h a v e b e e n done b y N o v e l l a a n d B e n l l o c h ( 4 ) , H e r t e n a n d F r o m e n t ( 5 ) , 
a n d J u u s o l a ( 6 ) . A l t h o u g h these w o r k e r s u s e d d i f ferent v a n a d i a cata lysts , e a c h 
w i t h d i f ferent a m o u n t s of v a n a d i u m p e n t o x i d e , w i t h promoters of d i f ferent 
c o n c e n t r a t i o n a n d w i t h d i f ferent cata lys t suppor t s , t h e y d e t e c t e d essent ia l ly 
the same p r o d u c t s ; ca ta lys t p e r f o r m a n c e d i f f e red o n l y i n r e a c t i o n rate a n d 
se l e c t iv i ty . I n g e n e r a l , the r e a c t i o n s cheme c a n b e r e p r e s e n t e d b y F i g u r e 1. 

B o t h M a n n ( 7 ) a n d J u u s o l a ( 6 ) i n d i c a t e p - b e n z o q u i n o n e as a s ign i f i cant 
r e a c t i o n p r o d u c t , b u t i t is d i f f i cu l t to see h o w i t c a n be p a r t o f the m a i n 
r e a c t i o n sequence . M o r e o v e r , u s u a l l y o - t o lu i c a c i d is present o n l y i n s m a l l 
q u a n t i t i e s , i n d i c a t i n g that i ts r e a c t i o n rate to p h t h a l i d e is q u i t e fast . O x i d a t i o n 
ra te s tudies of p h t h a l i d e a n d p h t h a l i c a n h y d r i d e to the c a r b o n oxides a n d 
m a l e i c a n h y d r i d e suggest t h a t these react ions are n e g l i g i b l e b e l o w 4 0 0 ° C , 
i n d i c a t i n g t h a t these c o m p o u n d s are s t a b i l i z e d b y the a n h y d r i d e r i n g s t ruc ture . 
M a l e i c a n h y d r i d e c o n c e n t r a t i o n is u s u a l l y s m a l l . 

O x i d a t i o n M e c h a n i s m . T h e o x i d a t i o n state of v a n a d i u m s ign i f i cant ly 
affects p r o d u c t d i s t r i b u t i o n s . S i m a r d et al. (8) s h o w e d that t h e o x i d a t i o n state 
of v a n a d i u m i n these catalysts is s o m e w h e r e b e t w e e n 4 a n d 5 d u r i n g r e a c t i o n . 
I n n a p h t h a l e n e ox idat ions the h i g h e r o x i d a t i o n state favors f o r m a t i o n of the or 
g a n i c oxides w h e r e a s the l o w e r state favors the f o r m a t i o n of c a r b o n oxides ( 9 ) . 

T h e m o s t s ign i f i cant sys temat i c s tudies r e l a t i n g to ca ta lys t p roper t i e s h a v e 
b e e n d o n e b y the Japanese g r o u p (10, 11, 12, 13). T h e y w e r e c o n c e r n e d w i t h 
the effect of s u p p o r t m a t e r i a l , p o t a s s i u m sul fate ( p r o m o t e r ) c o n c e n t r a t i o n , a n d 
s u l f u r t r i o x i d e a d d i t i o n o n the cata lys t a c t i v i t y a n d se l e c t i v i ty . I t w a s s h o w n 
that the o p t i m a l K 2 S 0 4 - t o - V 2 0 5 m o l e ra t i o d e p e n d e d o n s u p p o r t m a t e r i a l . 
F r o m a p h a s e d i a g r a m for th is s y s t e m , t h e y c o n c l u d e d t h a t w i t h a s i l i c a -
s u p p o r t e d ca ta lys t , most of the sul fate is assoc iated w i t h the s u p p o r t , a n d t h i s , 
i n t u r n , is i m p o r t a n t i n d e t e r m i n i n g cata lys t p e r f o r m a n c e . T h e i m p o r t a n c e of 
s u l f u r t r i o x i d e as a ca ta lys t a d d i t i o n w a s d e t e r m i n e d b y p r e p a r i n g cata lysts 
t r e a t e d w i t h o l e u m ; p h t h a l i c a n h y d r i d e y i e l d w a s d r a m a t i c a l l y af fected. T h e y 
c o n c l u d e d t h a t the ac t ive cata lys t c o m p o n e n t has a c o m p o s i t i o n V 2 0 5 + 3 V 2 O s · 
2 K 2 S 0 4 + n S 0 3 w i t h p e r h a p s the sul fate i n the f o r m of p o t a s s i u m p y r o s u l f a t e . 
A U these s tudies h a v e r e l a t e d m o r e to m e a s u r i n g the effects of a d d i t i o n s ra ther 
t h a n d e f i n i n g t h e i r ro le or the m e c h a n i s m s b y w h i c h these c o m p o n e n t s affect 
ca ta lys t b e h a v i o r . 

M a r s a n d v a n K r e v e l e n (14) p u b l i s h e d a c o m p r e h e n s i v e s t u d y of o x i d a t i o n 
react ions o n v a n a d i u m p e n t o x i d e catalysts . T h e results w e r e i n t e r p r e t e d b y 
a m e c h a n i s m w h i c h has b e c o m e k n o w n as the redox m e c h a n i s m . I n t h e i r m o d e l 
the o x y g e n f or the o r g a n i c o x i d a t i o n is a s s u m e d to c o m e f r o m the v a n a d i a ; it 
is t h e n a s s u m e d to b e r e p l a c e d b y the cata lys t r e a c t i o n w i t h gaseous o x y g e n . 
Steady -s tate b e h a v i o r o ccurs w h e n these t w o o x i d a t i o n rates are e q u a l . T h e 
m o d e l exp la ins t h e m u c h h i g h e r ca ta lys t a c t i v i t y w i t h f resh ca ta lys t a n d the 
v e r y fast ca ta lys t d e c a y t h a t W a i n w r i g h t a n d H o f f m a n (15) o b s e r v e d just 
a f ter the reac tor is p u t o n s t ream. 
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S h e l s t a d et al. (16) p r o p o s e d a steady-state a d s o r p t i o n m o d e l to e x p l a i n 
the b e h a v i o r of these catalysts . H e r e the r e a c t i o n is a s s u m e d to take p l a c e 
b e t w e e n the h y d r o c a r b o n m o l e c u l e a n d c h e m i s o r b e d o x y g e n . T h e resu l tant 
rate express ions are i d e n t i c a l to those d e r i v e d f r o m the r e d o x m o d e l , a n d 
there fore r e a c t i o n k i n e t i c e x p e r i m e n t s c a n n o t d i s c r i m i n a t e b e t w e e n these 
mode l s . H o w e v e r , the fast co lor c h a n g e of the cata lys t a n d the o x i d a t i o n state 
of the v a n a d i a suggest that the r e d o x m e c h a n i s m is the m o r e l i k e l y , a l t h o u g h 
the c h e m i s o r b e d o x y g e n m a y b e a n i m p o r t a n t l i n k i n the cata lys t r e o x i d a t i o n . 

T h e essence of the m o d e l c a n be d e m o n s t r a t e d b y d e r i v i n g the k i n e t i c 
rate express ion for the o -xy lene to t o l u a l d e h y d e r e a c t i o n . C o n s i d e r the f o l l o w 
i n g : 

hydrocarbon - f oxidized catalyst —• reduced catalyst + product 

reduced catalyst -f- oxygen —* oxidized catalyst 

A s s u m e , o n the basis of e x p e r i m e n t a l e v i d e n c e , that b o t h react ions are first 
o rder w i t h respect to h y d r o c a r b o n a n d o x y g e n , r e spec t i ve ly . T h e rate expres 
sions f o r e a c h step b e c o m e : 

rt = krC'ιιθ (I) 
and 

r a = k&Co2 (1 - Θ) (2) 

w h e r e θ is the f r a c t i o n o f o x y g e n sites a v a i l a b l e f or h y d r o c a r b o n o x i d a t i o n . I n 
the s teady state, these rates m u s t be equa l—viz . , 

r& = nrr (3) 

w h e r e η is a s t o i c h i o m e t r i c coeff icient for the n u m b e r of o x y g e n m o l e c u l e s u s e d 
p e r m o l e o f h y d r o c a r b o n o x i d i z e d . T h u s the f r a c t i o n of a c t i v e sites a v a i l a b l e 
becomes 

ka.Co2 1 
θ ~ kaCo2 + nkrCu 1 + nkrCn (4) 

k&Co2 

o-TOOilC ACID 
r T ^ ^ Y C O O H 

ο - TOLUALDE HYDE I 

ζ ^ Y C H O 

I \ ^ C H 2 PHTHALIC 
I / .ANHYDR IDE 

HC1 
MALEIC ANHYDRIDE 

«=*C02 + H 20 + C O 

Figure 1. Reaction scheme 
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a n d the rate o f o v e r a l l h y d r o c a r b o n o x i d a t i o n becomes : 

Γ γ " /c RCo 2 + nkrCn K } 

S i m i l a r b u t s o m e w h a t m o r e c o m p l i c a t e d expressions c a n be d e r i v e d f o r the 
r e a c t i o n s cheme s h o w n i n F i g u r e 1 i n v o l v i n g p a r a l l e l a n d series r e a c t i o n steps. 

I n i t i a l l y w i t h a f u l l y o x i d i z e d cata lys t 0 = 1, a n d the r e a c t i o n rate w o u l d 
be E q u a t i o n 6, w h i c h is i n d e p e n d e n t of o x y g e n c o n c e n t r a t i o n . T h i s assumes 
t h a t the r e a c t i o n is no t mass t rans fer c o n t r o l l e d n o r c o n t r o l l e d b y the rate of 
a d s o r p t i o n o f the h y d r o c a r b o n m o l e c u l e s onto the r e a c t i o n sites. 

T h e a b i l i t y of th is m o d e l to descr ibe the s teady- a n d unsteady-s tate b e 
h a v i o r of th is r e a c t i o n sys tem is s h o w n e l sewhere ( 1 5 ) . T h e m o d e l p r o v i d e s a 
reasonable d e s c r i p t i o n of a n u m b e r o f catalysts u s i n g di f ferent s u p p o r t s ; the 
i n d i v i d u a l p r e - e x p o n e n t i a l factors a n d a c t i v a t i o n energies f o r e a c h cata lys t are , 
h o w e v e r , q u i t e di f ferent . 

H e r e w e r e v i e w br i e f l y some sa l ient results for one cata lyst u s e d i n the 
t r a n s p o r t e d b e d reactor so its p e r f o r m a n c e i n a f ixed b e d a n d a t r a n s p o r t e d 
b e d c a n be c o m p a r e d . 

Packed Bed Studies 

A p p a r a t u s . T h e p a c k e d b e d a p p a r a t u s w a s d e s i g n e d f or a l l o -xy lene c o n 
vers ions i n c l u d i n g 1 0 0 % . T h e f o l l o w i n g effects w e r e also t a k e n i n t o a c c o u n t : 

( 1 ) T h e reac tor m u s t b e i s o t h e r m a l , a n d the t e m p e r a t u r e range m u s t 
c over those e n c o u n t e r e d i n i n d u s t r i a l p r a c t i c e 

( 2 ) C a t a l y s t d i l u t i o n s h o u l d be a v o i d e d , i f poss ib le , to a v o i d a n y c a t a l y t i c 
effect of the d i l u e n t s ince a n o m o l o u s effects of o ther mater ia l s h a v e b e e n 
r e p o r t e d (6,7) 

(3) P a r t i c l e s ize s h o u l d be s m a l l to a v o i d cata lys t ef fectiveness effects 
a n d k e e p the p a r t i c l e essent ia l ly at the same t e m p e r a t u r e as the gas 

( 4 ) Reac tor - t o - ca ta lys t d i a m e t e r s h o u l d be large to a v o i d s h o r t - c i r c u i t i n g 
effects 

( 5 ) R e a c t o r l e n g t h - t o - d i a m e t e r r a t i o s h o u l d be l a rge to a v o i d a p p r e c i a b l e 
a x i a l d i f fus ion effects 

( 6 ) T h e reac tor s h o u l d operate at a n a p p r e c i a b l e v e l o c i t y to ensure g o o d 
heat a n d mass t rans fer f r o m gas to p a r t i c l e 

( 7 ) T h e o p e r a t i n g c o n d i t i o n s r e l a t i v e to mass of cata lys t - to - f l ow rate of 
r eac tant s h o u l d be s i m i l a r to those e x p e c t e d i n the t r a n s p o r t e d b e d reactor . 

T h e a p p a r a t u s is s h o w n i n F i g u r e 2. O x y g e n a n d n i t r o g e n are f e d f r o m 
h i g h pressure c y l i n d e r s a n d m e t e r e d b y c a p i l l a r y flowmeters. A b a c k pressure 
v a l v e m a i n t a i n e d a constant pressure o n the m e t e r i n g systems. T h i s gas m i x 
t u r e w a s f e d t h r o u g h a n o -xy lene saturator p l a c e d i n a constant t e m p e r a t u r e 
b a t h , a n d the pressure i n the saturator w a s m e a s u r e d . T h i s m i x t u r e w a s h e a t e d 
to r e a c t i o n t e m p e r a t u r e i n a c o i l i m m e r s e d i n the salt b a t h s u r r o u n d i n g the 
reac tor a n d t h e n f e d to the t op of the reactor . T h e reac tor w a s a 1 4 - c m l e n g t h 
of 0 . 4 7 5 - c m i d stainless t u b i n g , a n d a k n o w n a m o u n t of cata lyst w a s c h a r g e d 
to i t ( 6 c m to 1 1 - c m d e p t h ) . T h e reactor w a s p l a c e d i n a 1 2 - i n c h i d b y 1 2 - i n c h 
h i g h m o l t e n salt b a t h ( p o t a s s i u m n i t r a t e - s o d i u m n i t r a t e - s o d i u m n i t r i t e eutec -
t i c ) . T h e exit gases passed t h r o u g h a C a r l e s a m p l i n g v a l v e . A l l l ines a n d the 
v a l v e w e r e h e a t e d to ca. 2 0 0 ° C b y h o t a i r or e l e c t r i c h e a t i n g tape to p r e v e n t 
c o n d e n s a t i o n of p r o d u c t s . In l e t gases flowed t h r o u g h the s a m p l i n g v a l v e a n d 
t h e n to the reactor or w e r e e x h a u s t e d to t h e a tmosphere . T h i s a l l o w e d s teady -
state o p e r a t i o n o f the saturator to be a c h i e v e d be fore the gases w e r e passed 
to the reactor . 
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5 1 . W A I N W R I G H T A N D H O F F M A N Transported Bed Reactor 6 7 3 

A I R 

Figure 2. Flowsheet of packed bed apparatus 

Β backpressure regulator NR non-return valve 
Ε electrical heating Ρ preheating coil 
F capillary flow meter R reactor 
Gc gas sample valve to gas S xylene saturator 

chromatograph SB molten salt bath 
He heating elements Τ three-way valve 
M manometer TC thermocouple 
Ms agitator W from constant tempera
Ν needle valve ture water bath 

V vent 

T a b l e I . A p p r o x i m a t e C o m p o s i t i o n ( w t % ) a n d P r o p e r t i e s o f C a t a l y s t s 

Titania Supported 

ν 2ο δ 

K 2 S 0 4 

K 2 0 
so3 

S i 0 2 or T i 0 2 

S b 2 0 3 

Surface area, m 2 /gram 
Particle size (screened from original) 
Bulk density, grams/cm 3 

Average pore size 

Silica Supported 
(No. 902) 

9 
29 

12 
50 

40 
50/70 mesh 

0.6 
30 A 

2 
2 

84 
6 
5 

50/70 mesh 
1.2 

T h e r a n g e of e x p e r i m e n t a l c o n d i t i o n s c o v e r e d w a s : 

reac tor t e m p e r a t u r e 
cata lys t 
o -xy lene c o n c e n t r a t i o n 
o -xy lene convers ions 
o x y g e n c o n c e n t r a t i o n 

3 3 0 ° - 3 9 0 ° C 
1.0 g r a m 
1 - 3 % 
1 - 1 0 0 % 
1 0 - 3 0 % 

I n i t i a l l y the reactor w a s i n s t r u m e n t e d i n t e r n a l l y w i t h t h e r m o c o u p l e s i n 
ser ted at a b o u t 1-cm i n t e r v a l s over i ts l e n g t h . E v e n at 1 0 0 % c o n v e r s i o n t h e 
o b s e r v e d m a x i m u m v a r i a t i o n i n t e m p e r a t u r e n e v e r exceeded 2 ° C . B l a n k 
r e a c t i o n w a s n e g l i g i b l e at a l l t empera tures u s e d . I f s i l ver so lder w a s i n contac t 
w i t h the r e a c t i o n gases, c ons iderab le o r g a n i c m a t e r i a l o x i d i z e d so t h a t o n l y 
stainless steel w a s a l l o w e d to contac t the gases. F o r th is r eason , t h e i n t e r n a l 
t e m p e r a t u r e o f t h e reac tor w a s n o t m e a s u r e d d u r i n g t h e s tud ies ; t h r e e t h e r m o 
coup les o n the reac tor w a l l w e r e u s e d to m o n i t o r the r e a c t i o n t e m p e r a t u r e . 
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6 7 4 C H E M I C A L R E A C T I O N E N G I N E E R I N G II 

T o m a i n t a i n constant ca ta lys t a c t i v i t y , a s m a l l a m o u n t of s u l f u r d i o x i d e 
gas w a s i n t r o d u c e d w i t h the i n c o m i n g gas (0 .01 v o l % ) , cons istent w i t h i n d u s 
t r i a l exper ience ( 1 7 ) . I n o u r exper ience , n o a p p r e c i a b l e l o n g t e r m cata lyst 
d e c a y c o u l d be a t t r i b u t e d th is effect. T h e cata lyst w a s a l w a y s o x i d i z e d over 
n i g h t w i t h a i r a n d s u l f u r d i o x i d e before a n y e x p e r i m e n t to m a i n t a i n its f u l l y 
o x i d i z e d state. G a s samples o f about 5 m l w e r e a n a l y z e d b y gas c h r o m a 
t o g r a p h y u s i n g a c o m b i n a t i o n o f c o l u m n s c o n t a i n i n g P o r o p a k Q , m o l e c u l a r 
s ieves, a n d S E 5 2 s i l i cone g u m r u b b e r , w i t h t e m p e r a t u r e p r o g r a m i n g a n d 
a c o m p l i c a t e d s w i t c h i n g p r o c e d u r e d e s c r i b e d e l sewhere ( 1 8 ) . P e a k areas 
w e r e m e a s u r e d b y a H e w l e t t - P a c k a r d 3 3 7 0 Β e l e c t ron i c in tegrator . N i t r o g e n 
w a s u s e d as the t ie c o m p o n e n t to a l l o w d i r e c t c o m p a r i s o n of i n l e t a n d out le t 
c ompos i t i ons . T h e a c c u r a c y of the a n a l y t i c a l p r o c e d u r e w a s tes ted over 
o -xy lene convers ions f r o m 1 to 1 0 0 % a n d for se lec t iv i t ies of a l l o ther c o m 
ponents f r o m 0 to 8 5 % . I n genera l , a l l c a r b o n ba lances w e r e w i t h i n 9 6 - 1 0 4 % . 
L o w e r c a r b o n ba lances w e r e o b s e r v e d w h e n c o n s i d e r a b l e tar f o r m a t i o n 
o c c u r r e d . P r o b l e m s assoc iated w i t h a c h i e v i n g th is a n a l y t i c a l a c c u r a c y are d i s 
cussed e l s e w h e r e (18). 

T h e reactants u s e d w e r e h i g h e s t p u r i t y o x y g e n a n d n i t r o g e n f r o m C a n a d i a n 
L i q u i d A i r , h i g h p u r i t y o -xy lene ( E a s t m a n ) , a n d a 0 . 5 0 2 % m i x t u r e of S 0 2 

i n n i t r o g e n ( M a t h e s o n ) . 
P a c k e d b e d studies w e r e done ( 1 9 ) w i t h v a n a d i a catalysts i n i n d u s t r i a l 

use . T h e i r a p p r o x i m a t e c o m p o s i t i o n a n d proper t i e s are s h o w n i n T a b l e I , as 
s u p p l i e d b y W . R . G r a c e C o . 

100 2 0 0 3 0 0 
T I M E O F R E A C T I O N ( S E C ) 

Figure 3. Approach to steady-state operation 
of packed bed 

E f f l u e n t gases w e r e a n a l y z e d at d i f ferent t imes f r o m the start of r eac tant 
f lows to the reactor i n o r d e r to m o n i t o r ca ta lys t d e c a y a n d p e r f o r m a n c e w i t h 
t i m e . B e c a u s e the analys is took a p p r o x i m a t e l y 3 5 m i n u t e s , the ca ta lys t w a s 
g e n e r a l l y r e a c t i v a t e d for at least 1 h r at r e a c t i o n t e m p e r a t u r e . T h i s p r o c e d u r e 
g a v e r e p r o d u c i b l e results . A t r e a c t i o n t imes less t h a n a b o u t 2 0 sec, a mass 
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5 1 . W A I N W R I G H T A N D H O F F M A N Transported Bed Reactor 6 7 5 

0 8 

0 - 6 

> 0-4 

υ 
ΰ 
to 

0-2 

0 1 

0 0 

ι ι r 
T i 0 2 C A T A L Y S T 

TOTAL GAS FLOW 

WEIGHT OF C A T A L Y S T 

TEMPERATURE 

127% O-XYLENE 

2 0 0 C C / M I N . 

1 0 GM-

3 7 0 <C 

2 0 % O X Y G E N 

# 
ο 
ο 
φ 

O - X Y L E N E CONVERSION 
PHTHAL IC ANHYDRIDE 
PHTHAL IDE 

0 - T O L U A L D E H Y D E 
C O 
C O t 

10 

0-8 

ί 5 

S T E A D Y STATE_ 
C O N V E R S I O N " 

0315 

4 0 8 0 

T IME ( S E C ) 

120 

Figure 4. Initial rates and selectivities of TiOi-supported 
catalyst 

b a l a n c e w a s o f tea no t a c h i e v e d ; the b a l a n c e w a s poorer as r e a c t i o n t i m e 
decreased , p r o b a b l y because of a d s o r p t i o n a n d flow effects. 

Results. S ince the results of th is p r o g r a m a l o n g w i t h that w i t h o ther 
cata lysts are r e p o r t e d i n great d e t a i l e l sewhere ( 1 5 ) , o n l y those results sal ient 
to the t r a n s p o r t e d b e d are i n d i c a t e d here . A c o m p l e t e t w o - l e v e l f a c t o r i a l d e s i g n 
w a s c o n d u c t e d o n the 9 0 2 cata lyst . I n a d d i t i o n , e i g h t c e n t e r - p o i n t e x p e r i m e n t s 
w e r e done b e t w e e n e a c h e x p e r i m e n t to m o n i t o r l o n g t e r m cata lys t effects. 
R e p l i c a t i o n of f o u r o p e r a t i n g c o n d i t i o n s p r o v i d e d v a r i a n c e est imates over a 
w i d e range of convers ions . 

Unsteady-State Performance. A t y p i c a l p l o t of o -xy lene c o n v e r s i o n w i t h 
t i m e is s h o w n i n F i g u r e 3 for th is cata lyst . I n i t i a l convers ions of o -xy lene , 
a n d h e n c e r e a c t i o n rates , are a p p r o x i m a t e l y 3 0 to 4 0 t imes those o b t a i n e d after 
the cata lys t ach ieves steady-state a c t i v i t y . O x y g e n i n the f e e d gas does affect 
the c o n v e r s i o n , b u t th is effect becomes less i m p o r t a n t at short r e a c t i o n t imes . 
T h e r e is a suggest ion t h a t at zero t i m e the effect of o x y g e n c o n c e n t r a t i o n d i s a p 
pears , thus sugges t ing t h a t a m o d e l w i t h θ = 1 is reasonable . I n a d d i t i o n , i t 
has b e e n s h o w n h e r e a n d b y H e r t e n a n d F r o m e n t ( 5 ) t h a t se lect iv i t ies to 
p a r t i a l o x i d a t i o n p r o d u c t s i m p r o v e w i t h d e c r e a s i n g t e m p e r a t u r e . T h i s is i m p o r 
tant s ince a p p r e c i a b l e r e a c t i o n rates c a n be a c h i e v e d at t e m p e r a t u r e s m u c h 
l o w e r t h a n those u s u a l l y e m p l o y e d i n d u s t r i a l l y . 
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6 7 6 C H E M I C A L R E A C T I O N E N G I N E E R I N G II 

1 0 
-2 

atm o-xylene and 0.21 aim oxygen 

A after 10 sec contact on 902 cat
alyst in packed bed 

sion for different catalysts at .01 
Figure 5. Rates of xylene conger-

pressures 

1 0 
-4 

Β transported bed data for 902 
catalyst 

C steady-state packed bed data of 
Herten and Froment (5) Ο 

Ι _ ι _ 
1 - 8 

D steady-state packed bed data 
on 902 catalyst 

1-4 1-6 o - i 3 
( T K).I0 

2 0 Ε steady-state packed bed data of 
Juusola (6) 

A h i g h l y o x i d i z e d ca ta lys t also p r o d u c e s greater se l e c t i v i ty to p a r t i a l 
o x i d a t i o n p r o d u c t s . P h t h a l i c a n h y d r i d e is m o r e eas i ly o x i d i z e d to m a l e i c 
a n h y d r i d e w h e n o x y g e n l e a n m i x t u r e s are u s e d (20). T h i s is t h o u g h t to be the 
resu l t of the h i g h rat io o f V 2 0 4 / V 2 0 r ; e x i s t i n g i n the cata lys t . T h u s , the i n i t i a l 
se lect iv i t ies s h o u l d be h i g h e r t h a n those o b t a i n e d i n the s teady state ; th i s effect 
is s h o w n i n F i g u r e 4. 

S t e a d y - S t a t e P e r f o r m a n c e . W a i n w r i g h t a n d H o f f m a n ( 1 5 ) s h o w t h a t the 
r e d o x r e a c t i o n m o d e l , w i t h su i tab l e p a r a m e t e r est imates , p r e d i c t s t h e r e a c t i o n 
p r o d u c t d i s t r i b u t i o n q u i t e w e l l over the range of o p e r a t i n g cond i t i ons u s e d 
here a n d thus p r o v i d e s s u p p o r t for th is m e c h a n i s m . F i g u r e 5 s u m m a r i z e s the 
steady-state r e a c t i o n rate d a t a for the 9 0 2 cata lyst . T h e p a c k e d - b e d e x p e r i 
ments are a n exce l l ent base for d i s c u s s i n g the p e r f o r m a n c e of the t r a n s p o r t e d 
b e d reactor ( b e l o w ) . 

Transported Bed Studies 
I n a t r a n s p o r t e d b e d reactor , the reac tant a n d p r o d u c t gases p n e u m a t i c a l l y 

c o n v e y the par t i c l e s u s e d to c a t a l y z e the r e a c t i o n i n a v e r t i c a l p i p e . T h e 
o -xy lene o x i d a t i o n , c a t a l y z e d b y v a n a d i a , w a s u s e d to d e t e r m i n e the o p e r a t i n g 
character i s t i c s a n d to eva luate s u c h a reac tor for o x i d a t i o n react ions . P r e 
l i m i n a r y d e s i g n c o n s i d e r a t i o n b a s e d o n m e a g e r l i t e ra ture i n f o r m a t i o n suggested 
the f o l l o w i n g c r i t e r i a f o r a p i l o t p l a n t u n i t : 

( a ) T o a c h i e v e s m o o t h o p e r a t i o n , charac te r i s t i c of n o n - c h o k i n g sol ids-gas 
flow, s o l i d l o a d i n g s w o u l d h a v e to be low— i .e . , d i l u t e phase t ranspor t w o u l d 
p r e v a i l a n d vo idages w o u l d b e greater t h a n 9 7 % . T h u s , v e r y l i t t l e cata lys t 
w o u l d be i n contac t w i t h the r e a c t i n g gases. 

( b ) S u p e r f i c i a l gas ve loc i t i e s w o u l d h a v e to be greater t h a n 2 0 f t / s e c to 
c o n v e y the par t i c l e s . T h i s , c o u p l e d w i t h the l o w sol ids h o l d - u p , sugges ted that 
the v e r t i c a l p i p e w o u l d h a v e to be f a i r l y l o n g to a c h i e v e reasonable contac t 
t imes . 

( c ) T o a c h i e v e n e a r t u r b u l e n t c o n d i t i o n s i n the c o n v e y i n g sys tem to p r o 
v i d e some m i x i n g of the gas, the c o n v e y i n g p i p e d i a m e t e r w o u l d h a v e to be 
a b o u t % i n c h . 
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5 1 . W A I N W R I G H T A N D H O F F M A N Transported Bed Reactor 6 7 7 

( d ) T o a c h i v e f u l l c o n t r o l of t h e so l ids flow rate to the s y s t e m , some f o r m 
of f o r c e d sol ids f e e d i n g w o u l d be n e e d e d . 

(e ) S o l i d s l o a d i n g s h o u l d be h i g h e n o u g h to p r o v i d e a g o o d s ink f o r t h e 
heat genera ted b y the r e a c t i o n a n d thus c o n t r o l the r e a c t i o n t e m p e r a t u r e over 
the reac tor l e n g t h . 

( f ) S o l i d s f e e d rate a n d so l ids h o l d - u p m e a s u r e m e n t s are necessary to 
e v a l u a t e reactor p e r f o r m a n c e . 
T h e s e c r i t e r i a w e r e u s e d to d e s i g n the a p p a r a t u s u s e d here . 

A p p a r a t u s . T h e appara tus is s h o w n i n F i g u r e 6. T h e so l ids c i r c u i t is a 
so l ids h o l d - t a n k , a so l ids f e e d - c o n t r o l t a n k , the e n t r y sec t i on , the v e r t i c a l 
reactor , a c y c l o n e separator , a n d a so l ids r e ce iver t a n k . T h e t w o u p p e r tanks 
are 15 inches i n d i a m e t e r , a n d the so l ids f e e d c o n t r o l t a n k is 6 i n c h e s i n 
d i a m e t e r ; a l l are h e a t e d to a n y d e s i r e d t e m p e r a t u r e b y l o w v o l t a g e , h i g h c u r 
rent K a n t h a l s t r ip heaters i m b e d d e d i n H i l o s e t c e m e n t a r o u n d the tanks . A i r is 
s u p p l i e d f r o m the 1 0 0 p s i g m a i n s , filtered, a n d p a s s e d t h r o u g h a son ic ori f ice 
w h o s e u p s t r e a m pressure is c o n t r o l l e d b y a c o n t r o l l e r / p n e u m a t i c v a l v e . S o m e 
of the gas is sp l i t to p r o v i d e the d r i v i n g gas for the so l ids f e e d s y s t e m ; the 
r e m a i n d e r is h e a t e d i n a s team heater a n d e l e c t r i c a l l y h e a t e d sys tem a n d t h e n 
passed t h r o u g h a short h o r i z o n t a l sec t ion of p i p e w h e r e the so l ids are d r o p p e d 
i n t o the gas. T h e y are c o n v e y e d about 8 inches a n d t h e n t r a n s p o r t e d a r o u n d 
a 90° b e n d to a v e r t i c a l % - i n c h o d b y 0 . 6 8 - i n c h i d stainless steel t u b e 2 7 ft 
l o n g . D u r i n g a n y r u n , the sol ids a n d gas t emperatures w e r e c o n t r o l l e d to be 
at essent ia l ly the same t e m p e r a t u r e at the in le t . E l e c t r i c a l heaters o n the 
reactor m a i n t a i n e d i s o t h e r m a l o p e r a t i o n . A 90° b e n d a n d a n 8 - i n c h h o r i z o n t a l 
sec t i on of t u b i n g a n d e x p a n s i o n b e l l o w s connec t the reactor to the c y c l o n e 
separator . T h e gas l e a v i n g the c y c l o n e is c o n v e y e d to another c y c l o n e a n d a 
s p r a y s c r u b b i n g sec t i on before i t is d i s c h a r g e d . T h e p r i m a r y c y c l o n e separated 
most of the sol ids so that so l ids loss w a s s m a l l . T h e so l ids r e ce iver h a d a 
2 - i n c h b a l l v a l v e o n its b o t t o m to co l l e c t so l ids . T h e s e w e r e d i s c h a r g e d b a c k 
i n t o the so l ids f e e d t a n k at the e n d of a r u n ; t h u s , the sys tem w a s o p e r a t e d 
b a t c h w i s e . A sol ids i n v e n t o r y o f a p p r o x i m a t e l y 3 0 0 - 3 5 0 lbs a l l o w e d at least a 
1 0 - m i n r u n at the h ighes t sol ids f e e d rate . T h e sol ids rece iver w a s c o n n e c t e d to 
the so l ids f e e d t a n k b y a 2 - i n c h stainless steel b e l l o w s . T h e rece iver is h e l d b y 
a y o k e a r r a n g e m e n t c o n n e c t e d to a c a l i b r a t e d s tra in-gage w e i g h sys tem so the 
rece iver c o u l d be w e i g h e d c o n t i n u o u s l y . A % - i n c h d i a m e t e r ori f ice w a s i n s e r t e d 
o n the b o t t o m of the sol ids f e e d c o n t r o l tank. T h e sol ids l e v e l here w a s c o n 
t r o l l e d b y m e a s u r i n g i t b y a c a p a c i t a n c e p r o b e ( D r e x e l b r o o k E n g . C o . , G l e n -
s ide , P a . ) w h i c h c o n t r o l l e d the open-c lose o p e r a t i o n of a 2 - i n c h but ter f l y v a l v e 
on the b o t t o m of the tank . A i r pressure i n b o t h tanks w a s c o n t r o l l e d b y p n e u 
m a t i c va lves o n the a i r l ines . U p s t r e a m pressure o n these v a l v e s w a s k e p t 
constant b y r e s t r i c t i n g the m a i n a i r flow b y a m a n u a l l y c o n t r o l l e d v a l v e . T h e 
system p r o v i d e d exce l l ent c o n t r o l as e v i d e n c e d b y the rate of w e i g h t increase 
of the so l ids rece iver , a n d i t a l l o w e d a f a i r l y w i d e range of so l ids f eed rates 
to be a c h i e v e d . 

o - X y l e n e w a s f e d as l i q u i d f r o m a n i t r o g e n p r e s s u r i z e d f e e d t a n k ; its flow 
rate w a s c o n t r o l l e d b y a need le v a l v e a n d m e t e r e d b y a R o t a m e t e r . A s t e a m -
h e a t e d exchanger v a p o r i z e d the o -xy lene just p r i o r to e n t e r i n g the reactor , a n d 
this v a p o r w a s f e d t h r o u g h a V s - i n c h t u b e to m i x w i t h the a i r - s o l i d m i x t u r e 
about 2 inches b e y o n d the e l b o w . O r i g i n a l l y , o -xy lene w a s v a p o r i z e d i n a 
c a r b u r e t o r u p s t r e a m of the sol ids a d d i t i o n p o i n t , b u t s ince a p p r e c i a b l e r e a c t i o n 
o c c u r r e d i n the h o r i z o n t a l sect ion p r i o r to the v e r t i c a l reactor , the f e e d p o i n t 
l o c a t i o n w a s c h a n g e d . I n one e x p e r i m e n t o -xylene w a s a d m i t t e d 7 ft above 
the e l b o w . 

T h r e e a i r - a c t i v a t e d , q u i c k shut-of f b a l l va lves w e r e i n s t a l l e d at 9, 1 5 8 , a n d 
281 inches f r o m the reactor b o t t o m . G a s samples w e r e r e m o v e d , a n d pressure 
was m e a s u r e d b y m e r c u r y m a n o m e t e r s near these va lves . G a s samples w e r e 
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c o l l e c t e d t h r o u g h porous stainless steel filters in to p r e - e v a c u a t e d bott les (ca. 
1 0 0 0 c c ) . T h e l ines to these bott les w e r e s t eam t r a c e d ( 1 0 0 - p s i g ) to p r e v e n t 
c o n d e n s a t i o n . A l l l ines a n d filters w e r e flushed w i t h h e l i u m just be fore s a m p l i n g . 
G a s samples w e r e d r a w n t h r o u g h the s a m p l i n g v a l v e a n d a n a l y z e d b y the 
c h r o m a t o g r a p h i c t e c h n i q u e d e s c r i b e d . 

S u l f u r d i o x i d e w a s f e d to m a i n t a i n the same c o n c e n t r a t i o n l e v e l as i n the 
p a c k e d b e d exper iments . B e f o r e a r u n , the so l ids w e r e c i r c u l a t e d t h r o u g h the 
sys tem w i t h a i r a n d S 0 2 to ensure that the cata lys t w a s f u l l y regenerated . A n 
ori f ice o n the ex i t l i n e i n d i c a t e d constant gas flow rate a n d p r o v i d e d a m a t e r i a l 
b a l a n c e c h e c k o n the a i r flow rate . T h e cata lys t u s e d w a s N o . 9 0 2 ( W . R . 
G r a c e ) , the same as i n the p a c k e d b e d exper iments . T h e m e a n p a r t i c l e s ize 
w a s 125μ a n d its d e n s i t y w a s d e t e r m i n e d as 0 .95 g r a m / c c . 

T h e e x p e r i m e n t a l c o n d i t i o n s are s h o w n i n T a b l e I I . N o s igni f i cant h o m o 
geneous r e a c t i o n o c c u r r e d i n the reac tor at t empera tures above 4 0 0 ° C or i n 
the s a m p l e bott les at t h e i r o p e r a t i n g t e m p e r a t u r e of ca. 2 0 0 ° C . 

Figure 6. Flowsheet of 
transported bed apparatus 

AB air-operated butter
fly valve 

AN air-operated needle 
valve 

AV air-operated ball 
valve 

Β stainless steel 
bellows 

C cyclone 
CA carburetor 
CP capacitance probe 
D water overflow 
F filter 
FC catalyst fines 
FT feed tank 
G sight ghss 
GC filtered sample to 

gas chromato-
graph 

H preheater 
HT catalyst hold tank 
LC on-off level con

troller 
Ν manually-operated 

needle valve 
Ο orifice 
OX xylene feed tank 
Ρ pressure tap 
PC proportional pres

sure controller 
R Rotameter 
SB support beam 
SG strain gage weigh

ing device 
SO sonic orifice 
ST scrubbing tower 
Τ thermocouple 
TV three-way valve 
V manually-operated 

ball valve 
WT high pressure water 
W weighing tank 
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5 1 . W A I N W R I G H T A N D H O F F M A N Transported Bed Reactor 6 7 9 

Table II. Experimental Conditions for the Transported B e d Reactor 
Temperature 233°-342 °C 
Solids flow rate 35 lb/min. 
Air flow rate 2.0-3.5 S C F M 
o-Xylene concentration 1-3 mole % 
W/Fao 63-350 grams hr/gram mole 

T h e p r o b l e m of i n t e r p r e t i n g results f r o m a c h e m i c a l reac tor resolves itself 
i n t o t w o separate p r o b l e m s . F i r s t , the fluid m e c h a n i c a l b e h a v i o r o f the r e a c -
tants a n d catalyst m u s t be e s tab l i shed a n d ( p e r h a p s ) d e s c r i b e d m a t h e m a t i c a l l y . 
S e c o n d , some u n d e r s t a n d i n g of the c h e m i c a l b e h a v i o r a n d d e s c r i p t i o n of the 
c h e m i c a l k ine t i c s s h o u l d b e o b t a i n e d . T h e p a c k e d b e d s t u d y p r o v i d e d the 
c h e m i c a l u n d e r s t a n d i n g a n d some i n d i c a t i o n of t h e m o d e l i n g to des c r ibe the 
k ine t i c s . S i n c e there is l i t t l e i n f o r m a t i o n o n so l ids -gas flow, p a r t i c u l a r l y at h i g h 
so l ids l o a d i n g , i t w a s i m p o r t a n t to h a v e e x p e r i m e n t a l i n f o r m a t i o n r e l a t i n g to 
t h e i r fluid m e c h a n i c a l b e h a v i o r u n d e r reactor c ond i t i ons (see b e l o w ) . 

Figure 7. Fressure drop per unit length of 
reactor as a function of gas velocity at con
stant solids flow rate. V„ superficial gas ve
locity. ΔΡ Γ total pressure drop. ΔΡ, pressure 
drop caused by solids. &P„ frictional loss. 

Solid-Gas F l o w Experiments. Z e n z a n d O t h m e r (21) suggest that the 
flow character i s t i cs of a gas - so l ids c o n v e y i n g sys tem c a n b e i n t e r p r e t e d f r o m 
pressure d r o p observat ions as a f u n c t i o n o f so l ids a n d gas flow rate . W e 
o b t a i n e d th is i n f o r m a t i o n at r e a c t i o n t empera tures , a n d a t y p i c a l p l o t is s h o w n 
i n F i g u r e 7 for the u p p e r sec t ion of the reactor . H e r e , the so l ids flow rate w a s 
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Figure 8. Solids loading as a function of super
ficial gas velocity at constant solids flow rate 

h e l d constant b y j u d i c i o u s c h o i c e of a i r pressure i n the f e e d t a n k , a n d the gas 
flow w a s v a r i e d . S i n c e the so l ids h o l d - u p i n the 10-ft sec t ion of t u b i n g w a s 
m e a s u r e d d i r e c t l y , the stat ic pressure c a u s e d b y the so l ids -gas m i x t u r e c o u l d 
b e e v a l u a t e d . T h e f r i c t i o n a l pressure d r o p w a s o b t a i n e d b y d i f ference . T h e 
pressure d r o p b e h a v i o r i n F i g u r e 7 is s i m i l a r to that r e p o r t e d b y Z e n z a n d 
O t h m e r ( 2 1 ) , b u t the pressure d r o p fluctuations r e c o r d e d over the range of 
gas flows are not . A t gas flow rates b e l o w that w h e r e the m i n i m u m pressure 
d r o p is r e c o r d e d , the sys tem is e x p e c t e d to be i n c h o k e d flow a n d e x h i b i t 
charac te r i s t i c large pressure fluctuations. T h e s e w e r e o b s e r v e d i n the r e g i o n 
s h o w n o n F i g u r e 7—i.e., near the m i n i m u m pressure d r o p ; h o w e v e r , at l o w e r 
gas flow rates , these fluctuations b e c a m e s m a l l , e v e n less t h a n those at the 
h i g h gas flow rates, a n d the sys tem w a s r e m a r k a b l y s table . 

F i g u r e 8 shows the f r a c t i o n of so l ids i n the t u b e c o r r e s p o n d i n g to the 
exper iments i n d i c a t e d i n F i g u r e 7. T h o s e c a l c u l a t e d vo idages c o r r e s p o n d i n g to 
homogeneous t w o - p h a s e flow are also s h o w n for c o m p a r i s o n . T h e r e g i o n of 
large pressure fluctuations is i n d i c a t e d . I f w e assume that the pressure fluctua
t ions i n d i c a t e s l u g flow, t h e n f o r W s = 3 2 l b / m i n a n d b e l o w a super f i c ia l gas 
v e l o c i t y of a b o u t 2 8 f t / s e c , the s o l i d - g a s suspens ion flows as a homogeneous 
mass s i m i l a r to p a r t i c u l a t e fluidization b u t w i t h a so l ids v e l o c i t y m u c h less 
t h a n that of the gas. T h i s flow p h e n o m e n o n is d i f f i cu l t to e x p l a i n ; i f the par t i c l es 
are f ree ly s u s p e n d e d a n d i n p a r t i c u l a t e flow, the d r a g coeff icient o n e a c h p a r 
t i c l e w o u l d h a v e to b e r e d u c e d b y orders of m a g n i t u d e to ach ieve s u c h h i g h 
p a r t i c l e - g a s s l i p ve loc i t i es . A t the same t i m e , the vo idages are so h i g h that 
par t i c l e s m u s t be f ree ly s u s p e n d e d a n d not m o v i n g t h r o u g h the b e d (as a 
m o v i n g fixed b e d ) as m i g h t be expec ted i f the exit l i n e w e r e r e s t r i c t i n g the 
flow of par t i c l e s b u t no t the gas. I f , h o w e v e r , the par t i c l e s f o r m e d c o n c e n t r a t e d 
c l o u d s or agg lomerates w h i c h c a n b r e a k a n d r e f o r m i n the reactor via the w a k e 
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5 1 . W A I N W R I G H T A N D H O F F M A N Transported Bed Reactor 6 8 1 

m e c h a n i s m (21), t h e n l a r g e r s l i p ve loc i t i es are poss ib le s ince th is agg lomerate 
has a t e r m i n a l v e l o c i t y d e t e r m i n e d b y its d i a m e t e r a n d a p p a r e n t so l ids dens i ty . 
A n o t h e r e x p l a n a t i o n m i g h t be the f o r m a t i o n of a n a n n u l a r flow r e g i m e i n 
w h i c h a s l o w m o v i n g c o n c e n t r a t e d p a r t i c l e mass flowed as a n outer r i n g 
a r o u n d a c e n t r a l core of gas - soMd suspens ion i n d i l u t e phase t ranspor t . T o o u r 
k n o w l e d g e th is is the first r e p o r t i n g of this s o l i d s - g a s flow b e h a v i o r w i t h s u c h 
h i g h sol ids-to-gas l o a d i n g s . 

O p e r a t i o n of the t r a n s p o r t e d b e d reactor w a s res t r i c t ed to the h i g h sol ids 
f r a c t i o n r e g i o n b e l o w the onset of l a rge pressure fluctuations. F o r l a c k o f be t ter 
i n f o r m a t i o n , w e assumed that the gas a n d sol ids are i n i n t i m a t e contact t h r o u g h 
out the reactor l e n g t h ; thus , b y - p a s s i n g of gas b y b u b b l e f o r m a t i o n w a s 
a s s u m e d n e g l i g i b l e . T h i s is a weakness i n o u r ana lys i s , a n d the s o l i d - g a s fluid 
m e c h a n i c s is n o w u n d e r s tudy . C a t a l y s t losses f r o m a t t r i t i o n u n d e r these c o n 
d i t i ons w e r e not excessive. S o m e fine m a t e r i a l w a s lost i n i t i a l l y f r o m the 
cata lyst as s u p p l i e d . L i k e w i s e , eros ion of the reac tor t u b e d i d not o c cur . 
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Figure 9. Selectivity data from transported bed 
reactor 

C h e m i c a l R e a c t i o n . F i g u r e 9 shows se lect iv i t ies at ca. 3 0 0 ° a n d 3 4 0 ° C . 
S e l e c t i v i t y to the m a i n p a r t i a l o x i d a t i o n p r o d u c t o t o l u a l d e h y d e is v e r y h i g h . 
I n d u s t r i a l reactors rare ly exceed 7 0 % . T h e l o w y i e l d s of p h t h a l i c a n h y d r i d e 
are c a u s e d b y the cata lyst u s e d . W a i n w r i g h t a n d H o f f m a n (15) f o u n d that 
s i l i c a g e l - s u p p o r t e d catalysts h a v e p o o r se l e c t i v i ty for p h a t h a l i c a n h y d r i d e 
p r o d u c t i o n . T h i s accounts f o r the l a c k of success i n o x i d i z i n g o -xylene i n 
fluidized beds . A s i l i c a - s u p p o r t e d cata lys t w a s u s e d since n o cata lys t w i t h the 
d e s i r e d se l e c t i v i ty a n d fluidization character i s t i cs is a v a i l a b l e i n q u a n t i t i e s 
suff ic ient f o r a p i l o t - p l a n t s t u d y . F i g u r e 9 also shows t h a t the a m o u n t s o f 
o v e r - o x i d a t i o n p r o d u c t s — c a r b o n d i o x i d e a n d c a r b o n m o n o x i d e — a r e d o u b l e d 
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b y a 4 0 ° C t e m p e r a t u r e c h a n g e . T h e r e f o r e , the react ions s h o u l d be d o n e at l o w 
t e m p e r a t u r e f o r h i g h y i e l d s of p a r t i a l o x i d a t i o n p r o d u c t s . Se lec t iv i t i es f o r o t h e r 
r e a c t i o n p r o d u c t s — p h t h a l i c a n h y d r i d e , p h t h a l i d e , m a l e i c a n h y d r i d e , a n d o-
t o l u i c a c i d — a r e not i n c l u d e d i n F i g u r e 9 s ince these w e r e present i n s m a l l 
a m o u n t s . 

A n a l y s i s o f R e s u l t s . B e c a u s e o f the gas analys is a n d so l ids h o l d - u p m e a s 
u r e m e n t s , the reactor w a s a n a l y z e d i n t w o sections. G a s analys is at the first 
s a m p l e p o r t gave the f e e d c o m p o s i t i o n for the l o w e r sec t ion . T h e c o m p o s i t i o n 
of the f e e d for the u p p e r sec t i on w a s that o b t a i n e d f r o m m i d - r e a c t o r samples . 
T h e d a t a w e r e a n a l y z e d as i f they c a m e f r o m t w o separate reactors . S i n c e n o 
s ign i f i cant d i f ference c o u l d be d e t e c t e d b e t w e e n the p e r f o r m a n c e of these t w o 
reactors , the results are p r e s e n t e d f o r the o v e r a l l reactor . 

T h e d a t a w e r e a n a l y z e d a c c o r d i n g to a s i m p l e p a r a l l e l m o d e l i n w h i c h 
o -xy lene reacts to o - t o l u a l d e h y d e a n d c a r b o n oxides . T h i s is reasonable s ince 
f e w o ther p r o d u c t s w e r e d e t e c t e d , consistent w i t h the p a c k e d b e d s t u d y w i t h 
this cata lyst . 

100 

χ 

ω 
LU 
cr 

10 

• O-XYLENE FED 7 FT-FROM ENTRANCE 

16 IT 
_L_ 
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. —I 3 
( T K ) . 10 
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Figure 10. Arrhenius plot for k r values ob
tained in transported bed reactor 

T h e d i s a p p e a r a n c e of o -xy lene w a s m o d e l e d b y a first-order r e a c t i o n : 

r r = hCn (6) 

that i s , a s s u m i n g θ = 1 i n a l l cases. V a l u e s of kr are p l o t t e d vs. l/T i n F i g u r e 
10. A n A r r h e n i u s - t y p e t e m p e r a t u r e d e p e n d e n c e is o b e y e d b e l o w 3 0 0 ° C , w i t h a n 
a c t i v a t i o n e n e r g y of 16 ,700 c a l / g r a m m o l e . H i g h e r r e a c t i o n t empera tures 
p r o d u c e o n l y s m a l l increases i n r e a c t i o n rate ( a c t i v a t i o n energies at least a 
t h i r d of that at l o w e r t e m p e r a t u r e s ) , except f o r one e x p e r i m e n t w h e r e the 
so l ids l o a d i n g i n the reactor w a s q u i t e h i g h . T h e f o l l o w i n g analys is a t tempts 
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to e x p l a i n these observat ions a n d to i n d i c a t e the v a r i o u s effects w h i c h m u s t 
be c o n s i d e r e d i n t r a n s p o r t e d b e d reactors . 

M A S S T R A N S F E R L I M I T E D R E A C T I O N . T h e mass transfer rate m a y b e 
l i m i t i n g the r e a c t i o n rate at the h i g h e r t e m p e r a t u r e s . T h e c a l c u l a t e d mass 
transfer rate is at least t w o orders of m a g n i t u d e l a r g e r t h a n the r e a c t i o n ra te ; 
moreover , the m e a s u r e d convers ions are a lmost the same for some of the l o w e r 
t e m p e r a t u r e runs as those at the h i g h t e m p e r a t u r e , thus i n d i c a t i n g a lmost the 
same rate of r eac t i on . 

L o s s O F C A T A L Y T I C A C T I V I T Y A T T H E H I G H E R T E M P E R A T U R E S . P e r h a p s 
cata lyst a c t i v i t y is r e d u c e d at h i g h e r t emperatures . T h e l o n g t e r m a c t i v i t y d i d 
not c h a n g e s ince the exper iments ca. 3 0 0 ° C ( 1 / T = 1.75 Χ 10 " 3 ) w e r e done 
after e a c h e x p e r i m e n t at o ther c o n d i t i o n s to m o n i t o r ca ta lys t a c t i v i t y . N o 
s igni f i cant or sys temat i c v a r i a t i o n is observed . S h o r t - t e r m a c t i v i t y relates to the 
a s s u m p t i o n that 0 = 1. I f the o x y g e n c o n s u m e d p e r g r a m of cata lys t w a s 
greater at h i g h e r t emperatures t h a n at l o w e r ones, a decrease i n a c t i v i t y m i g h t 
be suggested . A g a i n there is n o c o r r e l a t i o n of the d e v i a t i o n w i t h th is ra t i o . 

F u r t h e r , the r e a c t i o n rate constants are essent ia l ly the same for b o t h 
reactor sect ions. It m i g h t be a r g u e d that less of the cata lyst contacts the 
r e a c t i o n gases i n the l o w e r sec t ion because of the reactor l e n g t h r e q u i r e d to 
d isperse the o -xylene over the ent i re reactor cross-sect ion. I t seems i m p r o b a b l e 
that th is effect w o u l d p r o d u c e the same resu l t f or a l l the exper iments c ons ider 
i n g the range of o p e r a t i n g v a r i a b l e s . 

T h e e x t r e m e l y h i g h r e a c t i o n rates i n the t r a n s p o r t e d a n d p a c k e d b e d 
reactors at short on - s t ream t imes suggest poss ib le d i f ferent types of ac t ive 
oxygen—i .e . , o x y g e n i n the sur face layers of the cata lyst la t t i ce a n d o x y g e n 
w h i c h is c h e m i s o r b e d to the cata lys t sur face . K a k i n o k i et al. (11) h a v e s h o w n , 
b y exper iments i n a B E T appara tus at 4 0 0 ° C , that 2 c c of o x y g e n c a n be 
a d s o r b e d o n 1 g r a m of a s i m i l a r cata lyst . E v e n m o r e o x y g e n is e x p e c t e d to 
be a d s o r b e d at l o w e r t emperatures . T h e regenerat i on stage i n the t r a n s p o r t e d 
b e d reactor not o n l y reox id izes the cata lyst b u t rep lenishes the c h e m i s o r b e d 
o x y g e n . T h e a m o u n t of c h e m i s o r b e d o x y g e n w i l l be r e d u c e d at the h i g h e r 
t e m p e r a t u r e s , a n d th is c o u l d e x p l a i n the r e d u c e d a c t i v i t y . T h i s m e c h a n i s m , 
h o w e v e r , s h o u l d p r o d u c e a g r a d u a l change of a c t i v i t y w i t h t e m p e r a t u r e unless 
there are d i f ferent types of c h e m i s o r b e d o x y g e n above a n d b e l o w 3 0 0 ° C . S u c h 
di f ferences h a v e b e e n d e t e c t e d i n o ther cata lyst systems. 

A D S O R P T I O N O F H Y D R O C A R B O N O N T H E C A T A L Y S T . T h e m o d e l assumes that 
the rate of a d s o r p t i o n is instantaneous— i .e . , i t reaches its e q u i l i b r i u m c o n c e n 
t r a t i o n o n the cata lys t surface w i t h i n a short reactor l e n g t h a n d h e n c e does not 
in f luence the r e a c t i o n rate . I t is also a s s u m e d t h a t the a m o u n t of react ant 
a d s o r b e d is s m a l l r e la t ive to that i n the gas phase . I f this w e r e a n i m p o r t a n t 
effect, p e r f o r m a n c e w o u l d corre late s t rong ly w i t h so l ids h o l d - u p ; th is w a s not 
o b s e r v e d . A l s o , a d s o r p t i o n is a s s u m e d to be non-se lect ive— i .e . , the rat io of 
concentrat ions of a d s o r b e d species is the same as i n the gas phase . 

T h e s e a d s o r p t i o n effects c o u l d be i m p o r t a n t i n t r a n s p o r t e d b e d reactors 
s ince t h e y di f fer i n th is respect f r o m n o r m a l reactors w h i c h c o n t a i n a fixed 
cata lys t charge w h i c h has t i m e to e q u i l i b r a t e w i t h the s u r r o u n d i n g gas. H o w 
ever , this a d s o r p t i o n p h e n o m e n a c a n n o t e x p l a i n the o b s e r v e d v a r i a t i o n w i t h 
t e m p e r a t u r e . 

S O L I D S - G A S C O N T A C T I N G . H e r e the gas a n d sol ids are a s s u m e d to be 
i n t i m a t e l y m i x e d . T h e fluid m e c h a n i c a l b e h a v i o r is a s s u m e d to be the same 
u n d e r a l l o p e r a t i n g cond i t i ons . O n the o ther h a n d , as the r e a c t i o n t e m p e r a t u r e 
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is i n c r e a s e d , f o r the same mass flow rate of gases, the v e l o c i t y m u s t increase . 
M o s t of the runs at the h i g h e r t empera tures w e r e at a b o u t the same mass flow 
rates as those at the l o w e r t emperatures . I f th is i n c r e a s e d gas v e l o c i t y c a u s e d 
a c h a n g e i n flow b e h a v i o r of the so l ids -gas m i x t u r e at just above 3 0 0 ° C , a n d 
th is i n t u r n c a u s e d p a r t of the gas to bypass the cata lys t , a n a p p a r e n t loss i n 
r e a c t i o n rate w o u l d be o b s e r v e d . S ince o p e r a t i o n is so close to the a p p a r e n t 
s l u g g i n g r e g i m e , th is seems to be a l o g i c a l e x p l a n a t i o n f o r the l o w e r r e a c t i o n 
rates. T h e one p o i n t w h i c h is m u c h h i g h e r is at a m u c h h i g h e r so l ids l o a d i n g 
a n d l o w e r gas v e l o c i t y , a n d the flow r e g i m e u n d e r these c o n d i t i o n s m a y be 
s i m i l a r to t h a t at the l o w e r t empera tures , thus s o m e w h a t s u b s t a n t i a t i n g th is 
hypothes i s . T h u s , o n l y w h e n the flow reg imes are p r o p e r l y m a p p e d for this 
reactor , c a n reactor p e r f o r m a n c e b e a n a l y z e d a d e q u a t e l y . 

O v e r a l l R e s u l t s . T h e t r a n s p o r t e d b e d is one w a y to o b t a i n ex t remely h i g h 
r e a c t i o n rates for ox idat ions i n v o l v i n g the c a t a l y t i c m e c h a n i s m s assoc iated 
w i t h o -xy lene o x i d a t i o n . F i g u r e 5 shows that the r e a c t i o n rates o b s e r v e d i n 
th is sys tem are m u c h h i g h e r t h a n those o b s e r v e d b y others f o r s i m i l a r catalysts 
i n fixed b e d s ; t h e y are e v e n h i g h e r t h a n those i n the p a c k e d b e d after i t 
w a s on - s t ream for o n l y 10 sec. T h e s e h i g h rates c a n be e x p l o i t e d b y d o i n g 
h y d r o c a r b o n ox idat i ons at t emperatures l o w e r t h a n n o r m a l l y u s e d . I n th i s w a y , 
h i g h e r se lect iv i t ies to p a r t i a l o x i d a t i o n p r o d u c t s c a n be a c h i e v e d . T h e i n d u s t r i a l 
p o t e n t i a l becomes a n e c o n o m i c tradeof f b e t w e e n the sav ings i n feedstocks a n d 
the a d d i t i o n a l costs of m o r e c o m p l e x e q u i p m e n t a n d poss ib le cata lyst losses. 

T h e unsteady-s tate p e r f o r m a n c e of another i n d u s t r i a l cata lyst u s e d to p r o 
d u c e p h t h a l i c a n h y d r i d e f r o m o -xy lene is s h o w n i n F i g u r e 4. I n i t i a l rates are 
o n l y severa l t imes greater t h a n steady-state rates. H o w e v e r , e v e n th is increase 
c o u l d resul t i n the same y i e l d as f r o m a fixed b e d at a 4 0 ° C l o w e r r e a c t i o n 
t e m p e r a t u r e , t h e r e b y i m p r o v i n g se l e c t iv i ty to p h t h a l i c a n h y d r i d e . A c o m p a r i 
son b e t w e e n the t w o cata lys t types is not necessary . B o t h s h o w c o n s i d e r a b l y 
i n c r e a s e d a c t i v i t y i n a h i g h l y o x i d i z e d state. 

Conclusions 

T h e advantages of c o n d u c t i n g o -xy lene o x i d a t i o n o n a h i g h l y o x i d i z e d 
v a n a d i a cata lyst h a v e b e e n d e s c r i b e d , p a r t i c u l a r l y w i t h respect to r e a c t i o n rates 
a n d se lec t iv i t ies . T h e dense -phase c o n v e y i n g of a c o m m e r c i a l fluidization 
cata lys t is ex t reme ly stable w h e r e s l u g g i n g w o u l d be e x p e c t e d . T h e o x i d a t i o n of 
o -xy lene i n a t r a n s p o r t e d b e d is w e l l d e s c r i b e d b y a s s u m i n g i t to b e first o r d e r 
w i t h respect to o -xy lene c o n c e n t r a t i o n a n d a f u l l y o x i d i z e d cata lys t (Θ = 1 ) . 
T h i s p r o v i d e s a d d i t i o n a l s u p p o r t f o r the redox a n d S S A M m o d e l s . 
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F A o f e e d rate of o -xy lene , g r a m - m o l e s / h r 
kr r e a c t i o n rate constant f o r the h y d r o c a r b o n r e a c t i o n , 

l i t e r s / ( g r a m cata lyst ) ( h r ) 
k& r e a c t i o n rate constant for cata lys t o x i d a t i o n r e a c t i o n , 

l i ters / ( g r a m ca ta lys t ) ( h r ) 
η s t o i c h i o m e t r i c coef f ic ient , g r a m - m o l e s of o x y g e n c o n s u m e d / 

g r a m - m o l e of h y d r o c a r b o n r e a c t e d 
Δ Ρ Τ , Δ Ρ 8 , A P F t o t a l pressure d r o p , h y d r o s t a t i c pressure of so l ids , f r i c t i o n a l 

pressure d r o p p e r ft of reactor , r e s p e c t i v e l y , p s i / f t 
r r rate of r e a c t i o n of h y d r o c a r b o n reactant , g r a m - m o l e s / ( g r a m 

cata lys t ) ( h r ) 
r a rate o f o x i d a t i o n of cata lys t , g r a m m o l e s / ( g r a m ca ta lys t ) ( h r ) 
S i s e l e c t iv i ty of c o m p o n e n t i , g r a m moles of c o m p o n e n t i p r o 

d u c e d p e r g r a m moles of o -xy lene r e a c t e d 
Γ t e m p e r a t u r e , °K. 
Ug super f i c i a l v e l o c i t y of gas, f t / s e c 
W mass of cata lys t i n the reactor , g r a m 
Ws mass of cata lyst f e d to the reactor , l b / m i n 

Greek Letters 

Θ f r a c t i o n of cata lyst sur face sites i n f u l l y o x i d i z e d state 
ε v o i d f r a c t i o n i n the reactor 
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Automobile exhausts, oxidation of 

carbon monoxide in 629 
Average pores 287 
Axial 

backmixing profiles 292 
conduction 39,641 

in the converter wall 636 
diffusion 264 
dispersed reactors 334 
dispersion 212,264,596 

model, trickle-bed 223 
heat conduction 483 
profile 455 
temperature profile 175, 497 

Β 
Backmixing model, countercurrent 291 
Backmixing profiles, axial 292 

6 8 7 
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6 8 8 C H E M I C A L R E A C T I O N E N G I N E E R I N G I I 

Backmixing, rate of 298 
Barrel reactor 468 

epitaxial deposition of silicon in 463 
Batch kinetics 379 
Bayer process, two-stage 561 
Bed 

burner, fluidized- 30, 32 
burning of graphite, fluidized- . . 25 
capillary rise in a packed 160 
chemical reactors, adiabatic 

packed 588 
countercurrent moving 191 
data, fixed- 592 
fluid flow model for packed-

fluidized 271 
gas mixing in fluidized 290 
gas velocities in the fluidized . . 30 
height 276 
liquid holdup in packed 153 
methanator, adiabatic fixed- . . . 489 
packed 629 

-fluidized 274 
studies of 672 
three steady states in 551 

prewetted 153,159 
reactor 

adiabatic exothermic fixed . . 598 
catalytic fixed 505 
catalytic trickle 164 
differential 82 
fixed 669 

heterogeneous . . . , 519 
mechanisms of the trickle . . . 177 
performance, trickle 152 
schematic of the packed . . . . 591 
transported 679,681 

of small particles 159 
studies, integral 90 
temperature profiles 453 
transported 669,676 
wetting of 173 

Benzene 658 
formation 437 

Benzoic acid evaporation 441 
Benzoic acid oxidation step, 

model of 432 
Benzoic acid, phenol from 434 
B E T surface areas 98 
Bifunctional catalyst pellets 324 
Bifunctional catalysts, porous . . . . 316 
"Blow out" 519 
Boehmite carrier 511 
Boundary conditions, Werner-

Wilhelm 343 
Bubble 

behavior in polyisobutene 307 
behavior during rising 307 
columns, liquid phase in 231 

velocity and direction of . . . . 236 
formation 306 
frequency 296 
phase 275, 293, 305 
size of the gas 279 
volume 291 

Bubbling 303 
Butane 561 
Butene 91, 561, 564 

oxidation of 567 
-oxygen-inert gases 562 

Butènes, high purity 80 

C 
Capillary rise in a packed bed . . . . 160 
Caprolactam 311 

in a nylon 6 melt 314 
Carbon monoxide 547 

oxidation of 654 
in automobile exhausts 629 

on platinum, adsorption of . . . . 630 
Carbonium ion 423 
Catalyst(s) 

activity 683 
adsorption of hydrocarbons on . . 683 
autocatalytic rate expression for 

platinum 640 
basket reactor, isothermal 

spinning 646 
chromic oxide 410 
on coke 427 
comnounded 324 
containing vanadium, solid . . . . 561 
decay 425 
effectiveness factors in supported 

liquid phase 250 
honeycomb-structure 551 
hydrogénation of a-methylsty-

rene on palladium-alumina 165 
mass transport in supported 

liquid phase 250 
new oxidation 654 
nickel or alumina 494 
oxidation of ethylene over silver 395 
particles under trickle flow, 

wetting of 151 
pellet(s) 

isothermal 523 
reactor containing bifunctional 324 
temperature 520 
transport and reaction in 

bifunctional 317 
platinum 600 
porous bifunctional 316 
potential 656 
properties 99, 673 
requirement 604 
rhenium 96 
screens, platinum and silver . . . 261 
support, monolithic 34 
supported liquid phase 242 
tungsten oxide-silica 80 
uranium dioxide 67 
utilization 218 
vanadia-on-silica 669 
vanadium 646 

pentoxide 362 
V 2 0 5 646 
o-xylene oxidation on vanadia . . 670 
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I N D E X 689 

Catalytic 
activity 399 
conversion of sulfur dioxide in 

wet stack gases 612 
converters 629 
cracking, coke and deactivation in 422 
exhaust converters, automobile . . 34 
fixed bed reactor 505 
packed bed reactor 449 
reaction, exothermic 449 
reactor, moving bed 191 
reactor, optimization of a non-

isothermal, non-adiabatic 
fixed-bed 362 

reactors, heat and mass transfer 
in packed 555 

systems, multiple steady states in 545 
trickle bed reactor 164 

Chain reaction with chemical 
induction 137 

Characteristics, method of 122 
Chemical induction, chain reaction 

with 137 
Chemical reaction networks, 

analysis of 410 
Chemical reactors, non-stationary 

behavior of 489 
Chemisorption, hydrogen 99, 102 
Chemisorption on silver, oxygen . . 399 
Chloropropanone and thiourea, 

conversion of 340 
Chromic oxide catalyst 410 
Chromium 656 
Chromatography, gas 205 
Chromatographic reactor 181 

optimum design studies for . . . 189 
Chromatographic separation 191 
Claus-type sulfur recovery plants . . 612 
Clay, prefired 295 
Cloud-wake phase 294 
Cloud-wake volume 291 
Coalescence 309 

model, random 379 
Coefficients, activity 312 
Coefficients, mass transfer 262, 264 
C O 553,613 

hydrogénation of 500 
oxidation of 553, 663 

C 0 2 , hydrogénation of 496 
Coke 

on catalyst 427 
deactivation in catalytic cracking 422 
definition of 422, 424 
formation, aromatics in 423 

Columns, liquid phase in bubble . . 231 
velocity and direction of 236 

Composite pellets 317 
Composition profiles 328 
Compounded catalyst 324 
Computer studies 618 
Concentration 353 

gradients, temperature and . . . . 449 
inlet 522, 547 

Concentration (Continued) 
profiles, steady-state 456 
temperature profiles 48 

Conduction 
axial 39, 641 
in the converter wall 636 

heat 483 
Conductivity model for one-stirred 

tank with recycle 534 
Conductivity model for a stirred 

tank in series with recycle . . . 536 
Conjugate dehydrogenation of 

diethylbenzene 143 
Conjugate dehydrogenation of 

hydrocarbons 137 
Conjugate dehydrogenation of 

isopropylbenzene 142 
Conservation of population, 

principle of 123 
Contact, angle of 463 
Contaminated water 656 
Continuous steady states 193 
Continuous stirred gas-solid reactor 67 
Continuous stirred tank reactor . . 13 

micromixing in 348 
Control 

analog closed-loop 19 
direct digital 22 
reactor 527 
teaching reactor design and . . . . 13 

Conversion 188, 398 
of chloropropanone and thiourea 340 
isothermal 410 
isothermal steady-state 412 
model based on effective wetting 220 
model based on holdup 218 
reactant 271 
of sulfur dioxide in wet stack 

gases, catalytic 612 
Converters, catalytic 629 
Converter wall, axial conduction in 636 
Coolant 525 
Cooling, recycle process without . . 567 
Copper 

on alumina 619 
oxide on alumina 571 
on silica-alumina 619 
-substituted zirconium phosphate 654 

Countercurrent backmixing model 291 
Countercurrent moving bed 191 
Cracking, coke and deactivation in 422 
Cracking of methylcyclohexane and 

n-hexadecane 428 
Cracking, thermal 424 
Crank-Nicholson algorithm 489 
Crank-Nicholson method 365 
Critical flow rate 397 
Critical length of the reactor . . . . 527 
Crushed fuel 28 
Crushing studies on fuel spheres . . 29 
Crystal, zeolite 656 
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690 C H E M I C A L R E A C T I O N E N G I N E E R I N G II 

Crystallite size determinations . . . 103 
Cryosorption 48 
CSGSR experiments, combined 

plug flow and 68 
C S T R dynamics ; > . 14 
CSTR, "experimental simulation" 

of a 14 
Cupric benzoate 436 
Cupric ion exchange reaction . . . . 656 
Cyclohexane oxidation reactor, 

designing a 644 

D 
Damkohler number 378 
Deactivation 109 

in catalytic cracking 422 
reactors with immobilized en

zymes subject to 106 
Deadend pores 283 
Decay, catalyst 425 
Decomposition of hydrogen 

peroxide 260 
Definition of coke 422, 424 
Dehydrogenation 

of diethylbenzene, conjugate . . . 143 
of ethylbenzene to styrene 67 
of hydrocarbons, conjugate 137 
of isopropylbenzene, conjugate . . 142 
kinetics, ethylbenzene 67 
of 1-propanol on NaOH-doped 

7-alumina 410 
Dense phase 294 
Density, effects 346 
Density population 346 
Deposition of arsenic 468 
Deposition of silicon in a barrel 

reactor, epitaxial 463 
Design and control, teaching reactor 13 
Design studies for chromatographic 

reactors, optimum 189 
Designing a cyclohexane oxidation 

reactor 644 
Desorption 200 
Desulfurization 571 
Devillon, model of Villerman a n d . . 380 
Diethylbenzene, conjugate dehy

drogenation of 143 
Diffusion 212 
Differential bed reactor 82 
Diffusion 212 

of argon 210 
axial 264 
experiments, unsteady state . . . . 281 
in the fluid phase 203 
interphase 84 
intraparticle 581 
mixing by molecular 356 
pore 84 

structure and 281 
in zeolites 205 

Diffusivity 312 
effective 283 

for inert systems 281 
for reactive system 281 

Diffusivity (Continued) 
of lactam 313 
of water 313 

Direct digital control 22 
Direction of liquid phase in bubble 

columns 236 
Discrete pellet mixtures 321 
Dispersed flow reactors 334 
Dispersed reactors, axial 334 
Dispersion 

axial 212, 264, 596 
effects 224 
model, trickle-bed axial 223 
transversal and longitudinal . . . . 396 

Disproportionation of propylene, 
kinetics of 80 

Dissipation per unit mass, kinetic 
energy 357 

Distributed feed reactors 376 
multistage 389 

Distribution 
of liquids in supports 243 
molecular 122 
reactors with feed 383 
residence time 443 
with series-parallel reactions, 

product 376 
Dual-site mechanism 87, 395, 402 
Dynamic response surfaces 122 

Ε 
Effective diffusivities 283 

for inert systems 281 
for reactive system 281 

Effectiveness factor 635 
in supported liquid phase 

catalysts 250 
Effective wetting 218 

conversion model based on . . . . 220 
Eigenvalues 634 
Emission breakthrough 637 
Emulsion phase 275 
Energy dissipation per unit mass, 

kinetic 357 
Energy equations of the two-phase 

model 589 
Enzymes subject to deactivation, 

reactors with immobilized . . 106 
Epitaxial deposition of silicon in a 

barrel reactor 463 
Equilibrium, adsorption 191 
Equilibrium gas compositions 613 
Equivalence between homogeneous 

and heterogeneous models . . . 588 
Ethanol, acetone from 410 
Ethylbenzene dehydrogenation 

kinetics 67 
Ethylene 80, 91, 561 

over silver catalysts, oxidation of 395 
Euler method 632 
Exit gas temperature 607 
Exothermic fixed bed reactor, 

adiabatic 598 
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I N D E X 6 9 1 

Exothermic reactions . . . ; > ·449, 477, 522 
"Experimental simulation , , of a 

CSTR 14 

F 
Feed distribution, reactors with . . 383 
Feed reactors, distributed 376 

multistage 389 
Feedstock for acetic acid manufac

ture, acetylene as a 561 
Fixed bed 

catalytic reactor, optimization of 
a non-isothermal, non-adia-
batic 362 

data 592 
methanator, adiabatic 489 
process 571 
reactor 423, 578, 669 

adiabatic exothermic 598 
catalytic 505 
parametric sensitivity and tem

perature runaway in het
erogeneous 519 

temperature profiles in the . . . 648 
Flow 

experiments, solid-gas 679 
model for packed-fluidized bed, 

fluid 271 
rate, critical 397 
reactors, dispersed 334 
type integral reactor 396 

Fluid flow model for packed-
fluidized bed 271 

Fluid flow pattern 279 
Fluidized-bed 

burner 30 
burning of graphite 25 
fluid flow model for packed- . . . . 271 
gas velocities in the 30 
gas mixing in 290 
packed- 274 
reactor 363 

Fluidizing velocity 297 
Fluid phase, diffusion in the 203 
Formation 

benzene 437 
rates of styrene 141 
of tar 437 

Free energy minimization method 613 
Free radical polymerizations . . . . 130 
Freon-12 295 
Fuel reprocessing, reactor 25 
Fuel spheres, crushing studies on . . 29 
Function, objective 366 

G 
Gas 

adsorbency of the solids for the 290 
chromatography 205 
compositions, equilibrium 613 
exchange rate 291 
flow experiments, solid- 679 
holdup 442 

Gas (Continued) 
interchange coefficient 271 
- l iquid contacting reactor 303 
mass velocity of 608 
mixing in fluidized beds 290 
-phase nucleation of Si 470 
-phase oxidation 561 
-phase reaction 481 
-solid catalyzed reactions 3 
-solid reactor, continuous stirred 67 
temperature, exit 607 
velocities in the fluidized bed . . 30 
velocity, inlet 548 

Gases 
butene-oxygen-inert 562 
removal of SO z from waste . . . . 571 

Gauss-Legendre quadrature 
formula 208 

Gauss-Newton algorithm 403 
Generalized recycle reactor model 532 
Glycol diacetate, alkaline hydroly

sis of 352 
Gradients, radial 39 
Gradients, temperature and 

concentration 449 
Graphite 28 

fluidized-bed burning of 25 

H 
Heat 

conduction, axial 483 
and mass transfer 18, 632 

in packed catalytic reactors . . 555 
transfer 268 
transport 221, 505, 510 

Height, bed 276 
Helium 295 
4-Heptanol 411 
Heterogeneous fixed bed reactors . . 519 
Heterogeneous models 43, 588 

equivalence between homoge
neous and 588 

homogeneous- 578 
N-Hexadecane, cracking of methyl-

cyclohexane and 428 
Highly exothermic reaction 477 
High purity butènes 80 
High-temperature gas-cooled 

reactors (HGTR'S) 25 
High thermal conductivity model 

for one stirred tank with re
cycle 534 

High thermal conductivity model 
for stirred tanks in series with 
recycle 536 

Holdup, conversion model based on 218 
Holdup, gas 442 
Holdup, liquid 218 
Homogeneous model 42, 588 

equivalence between hetero
geneous and 588 

heterogeneous— 578 
Homogeneous tubular reactors . . . 477 
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692 C H E M I C A L R E A C T I O N E N G I N E E R I N G II 

Honeycomb-structure catalyst . . . . 551 
Hot spot 373 
H 2 S 585 
Hydrated alumina 619 
Hydrocarbon pyrolysis 561 
Hydrocarbons, conjugate dehydro-

genation of 137 
Hydrogen 454,466,619 

chemisorption 99,102 
peroxide, decomposition of . . . . 260 
peroxide as an oxidant 137 
reaction between oxygen and . . 506 
transfer 423, 429 

Hydrogénation 423 
of C O 500 
of C 0 2 496 
of α-methylstyrene on palladium-

alumina catalyst 165 
of α-methylstyrene in vapor 

phase 176 
Hydrolysis of glycol diacetate, 

alkaline 352 
Hydrolysis of methyl formate 181 
Hydrolysis of phenyl benzoate . . . 436 
Hydroprocessing 218 
Hysteresis 595 

I 

Ideal states of mixing 377 
Ignition profiles 593 
Imbedding, method of invariant . . 537 
Index, micromixing 350 
Induction, chain reaction with 

chemical 137 
Inert systems, effective diffusivity 

for 281 
Influence of reactor wall 477 
Inhibition 109 
Inlet concentration 522, 547 
Inlet gas velocity 548 
Inlet temperature 525, 547 
Instability 519 
Integral bed studies 90 
Interparticle transport effects . . . . 318 
Interphase diffusion 84 
Interphase and intraparticle tem

perature rises 456 
Interphase transport 556 
Intraparticle diffusion 581 
Intraparticle temperature 

measurement 449, 455 
Invariant imbedding, method of . . 537 
Ion, alkyl carbonium 423 
Isopropyl alcohol 410 
Isopropylbenzene, conjugate dehy-

drogenation of 142 
Isothermal catalyst pellet 523 
Isothermal conversion 410 

steady-state 412 
Isothermal spinning catalyst-basket 

reactor 646 
Isotherms, adsorption 185 

J 
Jets, subsonic 60 
Jets, supersonic 62 

free 46 

Κ 

Kinetic energy dissipation per unit 
mass 357 

Kinetic model 410 
Kinetics 

batch 379 
of the disproportionation of 

propylene 80 
ethylbenzene dehydrogenation . . 67 
of phthalic anhydride 650 
polymerization 124 

L 
Lactam, diffusivity of 313 
Lactam, vapor pressure of 314 
Lagrangian interpolating 

polynomial 214 
Langmuir-Hinshelwood type 

mechanism 82 
Langmuir type adsorption 210 
Length, reactor 527, 548 
Limiting non-key component . . . . 449 
Liquid 

contacting reactor, gas— 303 
holdup 218 
Newtonian, high viscous 303 

in packed beds 153 
-phase in bubble columns 231 

velocity and direction of . . . . 236 
-phase catalysts 242, 250 
-phase reaction 477 
in supports, distribution of . . . . 243 

Longitudinal dispersion, transversal 
and 396 

Lower reaction states, upper and . . 593 
Low thermal conductivity model . . 535 

M 
Macro-micro pore model 214 
Macromixing 387 

characteristics of the reactor . . . 7, 9 
Macropores 287 
Manganese oxide 571 
Mass 

kinetic energy dissipation per unit 357 
transfer 8, 212, 259, 266, 309, 

600, 632, 662 
coefficients 262,264,296,468 
control 261 
in N H 3 oxidation 601 

transport 513 
in supported liquid-phase 

catalysts 250 
velocity of gas 608 

Mathematical model 364 
for an acetic acid process 561 
for an adiabatic methanator . . . 490 
of the monolith converter 629 
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I N D E X 6 9 3 

Mathematical modeling 303 
Maximum mixedness 352 
Mean film temperature 602 
Mechanism 

dual-site 87 
Langmuir-Hinshelwood type . . . 82 
oxidation 670 
Rideal single-site 87 
of the trickle bed reactor 177 

Mesityl oxide 273 
Methanator, adiabatic fixed-bed . . 489 

mathematical model for 490 
Method of characteristics 122 
Method of invariant imbedding . . 537 
Methylcyclohexane, cracking of . . 428 
Methyl formate, hydrolysis of 181 
α-Methylstyrene on palladium-alu

mina catalyst, hydrogénation of 165 
α-Methylstyrene in vapor phase, 

hydrogénation of 176 
Micromixing 383, 533 

in a continuous stirred tank 
reactor 348 

index 350 
scale 349 
to turbulence, relating 356 

Microscale, I 357 
Mixed oxides of vanadium 562 
Mixedness, maximum 352 
Mixing 

effects 348 
ideal states of 377 
by molecular diffusion 356 
and product distribution with 

series-parallel reactions . . . 376 
in stirred gas-solid reactors . . . . 70 

MnOx on gamma-alumina, reaction 
with 571 

Model 
for an acetic acid process, 

mathematical 561 
for an adiabatic methanator, 

mathematical 490 
based on effective wetting, 

conversion 220 
based on holdup, conversion . . 218 
of benzoic acid oxidation step . . 432 
countercurrent backmixing . . . . 291 
energy equation of the two-phase 589 
equivalence between homoge

neous and heterogeneous . . 588 
generalized recycle reactor . . . . 532 
heterogeneous 43, 588 
homogeneous 42, 588 
homogeneous/heterogeneous 

reactor 578 
kinetic 410 
low thermal conductivity 535 
macro-micro pore 214 
mathematical 364 

of the monolith converter . . . . 629 
one-dimensional 527 
one-phase 588 

Model (Continued) 
for one stirred tank with recycle, 

high thermal conductivity . . 534 
for a packed bed reactor 449 
for packed-fluidized bed, fluid 

flow 271 
random coalescence 379 
reactor 364 
for reactors subdivided in 

sections 335 
reforming reactions 316 
for stirred tanks in series with re

cycle, thermal conductivity 536 
trickle-bed axial dispersion . . . . 223 
two-phase 588 
of Villerman and Devillon 380 

Molecular diffusion, mixing by . . . 356 
Molecular distribution 122 

analysis 128 
Molecular sieves 210 
Molybdenum 656 
Monolith converter, model of . . . . 629 
Monolithic catalyst support 34 
Monoliths, properties of 36 
Moving bed catalytic reactor . . . . 191 

countercurrent 191 
Moving reaction zones 595 
Multiple steady states 484 

in adiabatic catalytic systems . . 545 
Multiple-step reaction systems . . . 410 
Multiplicity of steady states . . . . 532, 636 
Multistage distributed feed reactors 389 

Ν 
NaOH-doped 7-alumina, dehydro-

genation of 1-propanol in . . . 410 
NaOH-doped Alundum 410 
Naphthalene 373 

oxidation of 362 
vaporization of 466 

Naphthenes 423 
Neodymium oxide 411 
Networks, analysis of chemical 

reaction 410 
New oxidation catalyst 654 
Newtonian high-viscous liquids . . 303 
Newton-Raphson method 511 
N H 3 oxidation, mass transfer in . . 601 
Nickel 666 

on alumina catalyst 494 
on silica 451 

Nitric acid 606 
plant production run 607 

Nitrogen 619 
-cumene system 155 

Non-isothermal, non-adiabatic fixed-
bed catalytic reactor 362 · 

Nonlinear regression 581 
Non-stationary behavior of 

chemical reactors 489 
Normalization of rate data 398 
Nozzle reactor, novel 46 
Nozzle reactors, supersonic 62 
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694 C H E M I C A L R E A C T I O N E N G I N E E R I N G Π 

Nucleation 469 
of Si, gas-phase 470 

Nusselt number 34,42 
Nylon 6 melt 311,314 

Ο 
Objective function 366 
1-Octanol 410 
One-dimensional model 527 
One-phase model 588 
Optimization 366 

of a non-isothermal, non-adia-
batic fixed-bed catalytic re
actor 362 

of the phenol process 432 
Optimum design studies for 

chromatographic reactors 189 
Optimum productivity and yield . . 371 
Orthogonal collocation 632 
Oxidant, hydrogen peroxide 137 
Oxidation 

of acceptor 572 
ammonia 268, 600 
in automobile exhausts 629 
butene 567 
carbon monoxide 654 
catalyst, new 654 
C O 553 
of ethylene over silver catalysts 395 
gas phase 561 
mass transfer in N H 3 601 
mechanism 670 
model of the benzoic acid 432 
of naphthalene 362 
rate of C O 663 
reactions 46 
reactor 438 

designing a cyclohexane . . . . 644 
S 0 2 242, 251 
on vanadia catalysts, o-xylene . . 670 
of o-xylene 9, 646, 669 

Oxidized silver surface 395 
Oxygen 

absorption 439 
atomic 395 
chemisorption on silver 399 
and hydrogen, reaction between 506 
-inert gases, butene— 562 
sorption of S 0 2 572 

Ρ 
Packed bed(s) 629 

fluidized 274 
reactors, adiabatic 588 

catalytic 449 
heat and mass transfer in . . 555 

fluid flow model for 271 
models for a 449 
schematic of 591 

studies 672 
three steady states in 551 

Palladium-alumina catalyst, hydro
génation of α-methylstyrene on 165 

Parametric sensitivity 519, 522 
Peclet number 508, 516 
Pellet(s) 

alumina 507 
composite 317 
isothermal catalyst 523 
mixtures, discrete 321 
silica-alumina 619 
temperature, catalyst 520 
V 2 0 2 cylindrical 363 

Phthalic anhydride 362 
kinetics of 650 
oxidation of o-xylene to 646 

Phenol 436 
from benzoic acid 434 
process, optimization of 432 
stripping 440 

Phenyl benzoate, hydrolysis of . . 436 
Pilot plant measurements 303 
Platinum 507 

adsorption of carbon monoxide on 630 
catalyst 600 

autocatalytic rate expression for 640 
on porous silica-alumina 316 
and silver catalyst screens 261 

Plug flow and CSGSR experiments, 
combined 68 

Plug flow reactor 478 
Polyisobutene, bubble behavior in 307 
Polymerization 429 

free radical 130 
grade ethylene 80 
kinetics 124 

Polynuclear aromatics 429 
Polyvinylidene chloride dynamics.. 132 
Population density 122 
Population, principle of conserva

tion of 123 
Pore ( s ) 

average 287 
deadend 283 
diffusion 84 
structure and diffusion 281 

Porous bifunctional catalysts 316 
Potential catalysts 656 
Prater relation 451 
Prefired clay 295 
Pressure 607 

of the fluidized-bed burner . . . 32 
vapor 312 

Prewetted beds 153, 159 
Product distribution with series-

parallel reactions 376 
Productivity 366 

optimum 371 
Profile, axial 455 

temperature 497 
backmixing 292 

Profiles 
concentration and temperature . . 48 
ignition 593 
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I N D E X 695 

Profit ratio 107 
1- Propanol on NaOH-doped 7-alu-

mina, dehydrogenation of . . . 410 
2- Propanol reactions, selectivity in 96 
Properties, catalyst 99, 673 
Properties of monoliths 36 
Propylene 91 

disproportionation kinetics . . . . 80 
Pyrolysis, hydrocarbon 561 

Quasi-linearization technique 342 

R 
Radial gradients 39 
Radiant displacement reaction . . . . 137 
Random coalescence model 379 
Random Pack 600 
Rate 

of backmixing 298 
of C O oxidation 663 
critical flow 397 
data, normalization 398 
gas exchange 291 
solids exchange 291 
of styrene formation 141 

Reactant conversion 271 
Reaction 

in bifunctional catalyst pellets . . 317 
cupric ion exchange 656 
exothermic 449, 477, 552 
gas phase 481 
gas-solid catalyzed 3 
hydrogen-transfer 423 
liquid phase 477 
mixing and product distribution 

with series-parallel 376 
with MnOx on gamma-alumina . . 571 
model reforming 316 
networks, analysis of chemical . . 410 
between oxygen and hydrogen . . 506 
radiant displacement 137 
states, upper and lower 593 
system, effective diffusivity . . . . 283 
systems, multiple-step 410 
vapor phase 221 
zones, moving 595 

Reactor(s) 
adiabatic exothermic fixed bed . . 598 
adiabatic packed bed chemical 588 
adiabatic tubular 546 
axial dispersed 334 
barrel 468 
behavior 196 
catalytic 164, 449, 505 
chromatographic 181 
containing bifunctional catalyst 

pellets 324 
continuous stirred gas-solid . . . . 67 
continuous stirred tank 13, 348 
control 527 
critical length of 527 

Reactor(s) (Continued) 
designing a cyclohexane oxidation 644 
design and control, teaching . . . . 13 
differential bed 82 
distributed feed 376, 383 
epitaxial deposition of silicon in 

a barrel 463 
fixed bed 423, 578, 598, 669 

catalytic 505 
temperature profiles in 648 

flow-type integral 396 
fluidized bed 363 
fuel reprocessing 25 
gas-liquid contacting 303 
high-temperature gas-cooled . . . 25 
with immobilized enzymes sub

ject to deactivation 106 
isothermal spinning catalyst-

basket 646 
length 527, 548 
macromixing characteristics of . . 7,9 
mixing in stirred gas-solid 70 
model 364 

generalized recycle 532 
homogeneous/heterogeneous.. 578 
for a packed bed 449 

moving bed catalytic 191 
multistage distributed feed . . . . 389 
non-stationary behavior of 

chemical 489 
novel nozzle 46 
optimization of a non-isothermal, 

non-adiabatic fixed-bed cat
alytic 362 

optimum design studies for 
chromatographic 189 

oxidation 438 
packed bed 591 

heat and mass transfer in . . . 555 
parametric sensitivity in hetero

geneous fixed bed 519 
plug flow 478 
subdivided in sections, model for 335 
supersonic nozzle 62 
transported bed 669,679,681 
trickle-bed 152,177,218 

catalytic 164 
tubular 334,477 
trajectories 521 
vibration mixed 3, 5 
wall influence 477,480 

Recycle without cooling 567 
Recycle, high thermal conductivity 

model for one stirred tank with 534 
Recycle reactor model 532 
Recycle, thermal conductivity model 

for stirred tanks in series with 536 
Reduction of S0 2 with C O 613 
Reduction of sulfate 572 
Reductive regeneration 571, 575 
Reforming reactions, model 316 
Regeneration cycles, sorption/ . . . . 572 

 P
ub

lic
at

io
n 

D
at

e:
 J

un
e 

1,
 1

97
5 

| d
oi

: 1
0.

10
21

/b
a-

19
74

-0
13

3.
ix

00
1

In Chemical Reaction Engineering—II; Hulburt, H.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1975. 



696 C H E M I C A L R E A C T I O N E N G I N E E R I N G II 

Regeneration, reductive 571,575 
Removal of S 0 2 from waste gases 571 
Residence time distribution 443 
Rhenium catalysts 96 
Rideal single-site mechanism 87 
Rise, velocity of 308 
Rising, bubble behavior during . . 307 
Runaway, temperature 522 
Runge-Kutta integration 498 
Runge-Kutta method 111,275 

S 
Sapphire wafers 463 
Scaleup 218 
Schematic of the packed bed reactor 591 
Schlieren layer 346 
Screens, stacked 259, 265, 600 

characteristics of 607 
platinum and silver catalyst . . . 261 

Segregation effects 349 
Selectivity 348, 398, 564, 650, 681 

in 2-propanol reactions 96 
studies 100 

Sensitivity, parametric 522 
Shah correlation 606 
Shell F G D process 571 
Shock wave formation 58 
Short space time 424 
Sieves, molecular 210 
Si, gas-phase nucleation of 470 
SiH 4 469 
Silane 466 
Silica-alumina 

copper on 619 
pellets 619 
platinum on porous 316 

Silica catalyst, tungsten oxide- . . . 80 
Silica catalyst, vanadia-on- 669 
Silica, nickel on 451 
Silicon in a barrel reactor, epitaxial 

deposition of 463 
Silicon epitaxial layers, As-doped . . 446 
Silver 

catalysts, oxidation of ethylene 
over 395 

catalyst screens, platinum and . . 261 
oxygen chemisorption 399 
surface, oxidized 395 

Simulation 365 
algorithms 380 
of a CSTR, experimental 14 

Simultaneous chemical equilibria 
method 613 

Single-stirred tank 538 
Size of the gas bubble 279 
S 0 2 with C O , reduction of 613 
Solid 

catalysts containing vanadium . . 561 
catalyzed reactions, gas/ 3 
exchange rate 291 
for the gas, adsorbency of the . . 290 
-gas flow experiments 679 

Solid (Continued) 
surface, activity of 655 

Solubility, water 441 
S 0 2 oxidation 242,251 
S 0 2 removal from waste gases . . . 571 
S 0 2 / 0 2 , sorption of 572 
Sorption 

regeneration cycles 572 
of S 0 2 / 0 2 572 
steady-state 303 
of volatile components 303 

Space time 353, 410 
short 424 

Stability 539 
Stacked screens 259, 265, 600 
Stack gases, conversion of sulfur 

dioxide in wet 612 
Stack gases, sulfur removal from . . 571 
Steady state(s) 

in adiabatic catalytic systems, 
multiple 545 

behavior 18 
concentration profiles 456 
continuous 193 
conversion, isothermal 412 
multiple 484 
multiplicity of 532, 636 
performance 676 
sorption 303 

Step sizes 366 
Stirred tanks 376 

in series 541 
with recycle, thermal conduc

tivity model for a 536 
Stirring 353 
Stop-flow experiments 43 
Studies, packed bed 672 
Studies, transported bed 676 
Styrene, dehydrogenation of 

ethylbenzene to 67 
Subsonic jets 62 
Supersonic jets 46, 62 
Supersonic nozzle reactors 62 
Sulfate, reduction of 572 
Sulfur 

dioxide 678 
in wet stack gases, catalytic 

conversion of 612 
recovery plants, Claus-type . . . . 612 
removal from stack gases 571 
vapor 614 

Surface, activity of a solid 655 
Surface, oxidized silver 395 
Surfaces, dynamic response 122 
Supported liquid-phase catalysts . . 242 

effectiveness factors in 250 
mass transport in 250 

Supports, distribution of liquid in 243 
System constraints 529 
Systems, multiple steady states in 

adiabatic catalytic 545 
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τ 
Tank, stirred 376, 534 
Tar, formation of 437 
Teaching reactor design and control 13 
Temperature 353 

behavior, transient 34 
catalyst pellet 520 
and concentration gradients . . . 449 
exit gas 607 
gradients 396 
inlet 525, 547 
mean film 602 
measurement, intraparticle . . . 449, 455 
profile, axial 175,497 
profiles, bed 453 
profiles, concentration and 48 
profiles in the fixed-bed reactor 648 
profiles, transversal 60 
rises, interphase and intraparticle 456 
runaway criterion 520 
wall 641 

Thermal conductivity model for one 
stirred tank with recycle, high 534 

Thermal conductivity model for 
stirred tanks in series with re
cycle, high 536 

Thermal cracking 424 
Thermal load factor 527 
Thiourea, conversion of chloropro-

panone and 340 
Time, space 410,424 
Tin 562 
Titanium 562,650 
o-Tolualdehyde 682 
Toluene 432 
Transfer 

adsorptive 291 
heat 268 
mass 259,266,309 

coefficients 262,264 
control 261 

Transient calculations 638 
Transient temperature behavior . . 34 
Transport 

interparticle 318 
interphase 556 
processes, heat 505 
and reaction in bifunctional 

catalyst pellets 317 
in supported liquid phase 

catalysts, mass 250 
Transported bed reactor . . .669, 679, 681 
Transported bed studies 676 
Transversal and longitudinal 

dispersion 396 
Transversal temperature profiles . . 60 
Trickle bed axial dispersion model 223 
Trickle bed reactor 152, 177, 218 
Trickle flow, wetting of catalyst 

particles under 151 
Tubular reactor 

adiabatic 546 
with exothermic reaction 477 

Tubular reactor (Continued) 
flow 335 
homogeneous 477 

Tungsten oxide-silica catalyst . . . . 80 
Turbulence, relating micromixing to 356 
Two-micromixing zones reactor . . 358 
Two-phase model 588 

energy equation of 589 
Two-stage Bayer process 561 

U 
Ultrasounds 353 
Unsaturated hydrocarbons 137 
Unsteady-state diffusion 

experiments 281 
Upper and lower reaction states . . 593 
Uranium dioxide catalyst 67 

V 

Vanadia catalysts, o-xylene 
oxidation on 670 

Vanadia-on-silica catalyst 669 
Vanadium 656 

catalyst 646 
mixed oxides of 562 
oxide 666 
pentoxide catalyst 362 
solid catalysts containing 561 

Vapor 
-phase hydrogénation of 

α-methylstyrene 176 
-phase reaction 221 
pressure 312 

of lactam 314 
of water 314 

Vaporization of naphthalene 466 
Velocities in the fluidized bed, gas 30 
Velocity 

and direction of liquid phase in 
bubble columns 236 

fluidizing 297 
of gas, mass 608 
inlet gas 548 
of rise 308 

Vibration mixed reactor 3, 5 
Villerman and Devillon, model of 380 
Vinylethylbenzene, conjugate 

dehydrogenation of 143 
Viscosity 313, 353 
Viscous liquids, Newtonian h i g h - . . 303 
V 2 0 5 catalysts 646 
V 2 0 2 cylindrical pellets 363 
Volatile components, sorption of . . 303 
Volume, bubble 291 
Volume, cloud-wake 291 

W 
Wall influence, reactor 480 
Wall temperature 641 
Warm-up 34 
Waste gases, removal of S 0 2 from 571 
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Water 
adsorption of 583 
contaminated 656 
diffusivity of 313 
in a nylon 6 melt, activity 

coefficient of 314 
solubility 441 
vapor 620 
vapor pressure of 314 

Wax-bearing feedstocks 423 
Wax-free feedstock 423 
Werner-Wilhelm boundary 

conditions 343 
Wetting 

of bed 173 
of catalyst particles under 

trickle flow 151 
effective 218 

conversion model based on . . 220 

Wetting (Continued) 
of packings 157 

X 
Xylene disappearance, activation 

energy for 648 
o-Xylene oxidation 9,669 

on vanadia catalysts 670 
to phthalic anhydride 646 

Y 

Yield 
optimum 371 

Ζ 

Zeolite crystal 656 
Zeolites, diffusion in 205 
Zirconium phosphate 656 

copper-substituted 654 
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